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摘要：可信计算实验研究已经进行了30年，特别是在航空、航天、金融、证券、交通等安全关键领域取得了令人瞩目的成就。为了从数量和质量两方面综述可信计算的发展和进一步推动可信计算的研究，本文分析了可信计算的产业趋势，包括：1）差错源的变化，2）复杂性的迅速增加，3）计算设备总量的增加。针对每一种趋势，指出了那些可以应用于终端产品或实验性产品以及生产这些产品过程的研究技术。本文的研究给出一个框架，既能反映可信计算过去的研究情况，也指明了今后的研究需求。
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Abstract: Experimental research in dependable computing has evolved over the past 30 Years. To understand the magnitude and nature of this evolution, this paper analyzes industrial trends, namely: 1) Shifting Error Sources, 2) Explosive Complexity, and 3) Global Volume.  Under each of these trends, the paper explores research technologies that are applicable either to the finished product or artifact, and the processes that are used to produce products.   The study gives a framework to not only reflect on the research of the past, but also project the needs of the future.
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1
Introduction

For over four decades Moore’s Law has been a driving force for the computer industry.  Doubling on a yearly basis leads to a three orders of magnitude increase in only a decade.  Such large increases in capacity (i.e., number of transistors, processing performance, bits of data storage, and communications bandwidth) require fundamental rethinking of all phases of a product’s life cycle from design through usage through maintenance to replacement.  In addition to capacity, Moore’s Law also applies to volume. Intel produces more transistors yearly than the number of ants on the planet Earth.  Doubling in volume means that every couple of years more computers will be produced than were previously produced in all of history.

The IT industry has grown in many directions. While the Von-Neuman machine is still at the core of the computer concept, the industry that built at best a few thousand machines in 1970, today ships tens of millions annually.  Employment changed from a few thousand to a few million.  And the breadth of the industry spans technology, manufacturing, software, and IT enabled services, amounting to a world wide figure in the range $2-3T.
This paper identifies three trends in a computer industry fuelled by Moore’s Law that has direct impact on computer system dependability and security: shifting error sources, increased system complexity, and global volume.  Some of the trends were identified decades ago and, hence, there is a rich history among the research threads with respect to these trends.  Other trends are just emerging and can be used to predict future directions for research among the three threads.

Section 2 provides background and a framework for motivating the three industrial trends.  The next three sections describe each trend in turn and how research in dependable and secure systems responded to each trend.   Section 9 provides concluding observations.

2.Trends, Artifacts & Process

From the days of early computers (that employed vacuum tubes to perform logic and arithmetic operations) to today’s generation of computing systems, dependability has been considered as a fundamental system attribute that determines the system’s ability to provide continuous service to the end user.  Evidence of these early efforts can be found in multiple publication from the 60’s, e.g. [45] and [5].  An excellent review describing the advances of IBM computer systems in the RAS (reliability, availability, and serviceability) area from that time may be found in [27].

An important milestone in the evolution of dependable computing (theory and practice) was the establishment of a technical conference on fault-tolerant computing: the First International Symposium on Fault Tolerant Computing was held in 1971. This forum has established itself as a primary arena for presentation, discussion, and dissemination of new ideas and concepts in development of dependable systems.

Over the years fault/error models have evolved along with the advances in the system hardware/software. Table 1 summarizes the changes over the last four decades in terms of the technology, error/fault sources, number of users and their level of sophistication/training. 

The technology has evolved through dramatic changes starting from mainframes in 1970s (where highly skilled personal was required to operate the systems) through an era of workstations in 1980s and personal computers in 1990s, to the current generation of mobile/handheld devices (e.g., cell phones, PDAs), where the technology reaches the general public. Today devices must often operate in highly variable and harsh environments. As a result the technology must: (i) hide complexity so that relatively unsophisticated customer can operate the device and (ii) provide continuous operations despite errors/failures. 

Initial focus (in 1970s) was mainly on hardware errors as the hardware devices were the major cause of problems. The following decade (1980s), with introduction of workstations and their network connectivity, makes the network an important additional source of errors. The wide use of personal computers (in 1990s), executing commodity software, makes the software become a primary source of failures. The current decade can be characterized with the dominance of failures due to the environment and operators.
Our framework is defined by three attributes: trends, artifacts and process.  The trends refer to industry trends that have been taking place, and which have a direct impact on dependability. Each trend is distinct and had been consistently present for a substantial period of time – often a couple decades. We identify three trends and discuss them in considerable detail for the purposes of this paper. 
	Year/decade
	1970
	1980
	1990
	2000

	Typical Systems
	Mainframes
	Workstations
	Personal Computers
	Mobile devices, e.g., cellphones, PDAs

	Fault/error Sources
	Hardware
	Hardware, network. 
	Hardware, network, software, human errors
	Hardware, software, wireline/wireless networks, environment e.g., frequent connectivity loss

	Integration/
complexity
	Close systems; Highly custom designs, where both hardware and OS are fully controlled by the vendor 
	Mostly close systems; network connectivity; standard interfaces exposed to users
	Open systems; wide access to network; COTS operating systems; third-party hardware and software
	Open systems; proprietary and COTS operating systems; highly integrated PC-like systems

	People/Users
	Tens of thousands
	Millions
	10 of millions
	100 of millions

	Level of sophistication/ training 
	BS in engineering;
5000 hours
	Basic knowledge in computing;500 hours
	Basic computing literacy
50-100 hours
	Training at the time of a purchase of a device.
Hours


Table 1: Fault/error Sources, Level of Integration, Users, and User Sophistication over the Last Four Decades 
Separate from the trends are artifacts and processes – the other two dimensions of our framework. The artifact is the product of the industry – be it, a piece of hardware, software or service. An example being a computer, a piece of shrink wrap software, or a cell phone contract. It is the entity of commerce and defines the work product of engineering effort. 

The process is the means to produce an artifact.  It is the engineering methods, tools, or labor which the industry employs to create a viable method of manufacturing or development. As we reflect on artifact and process, we recognize that much of engineering and research is often directed to one of the two, or both. 

Table 2 links together the three dimensions of our framework with trends as rows, and artifacts and process as the two columns. At the intersection of each row and column is the subject of our study.  
	Industry Trend
	Artifact
	Process

	Trend 1: Shifting Sources
Failure rates drop in hardware and change to other sources
	Monitoring
Failure data analysis

Fault Injection
	Raise the level of abstraction 

	Trend 2: Explosive Complexity
Growth in the system complexity, users, and shrinking user tolerance to failures.
	Anomaly Detection
Trend Analysis


	Formal Methods & model checking
ODC
Software Reliability
Testing

	Trend 3: Global Volume
High level of integration and emerging open systems, a source of new dimensions in failures
	Tools to assess resilience to both malicious and non-malicious errors
	


Table 2: Industry Trends, Artifacts and Process

Trend 1: Shifting Sources, clearly began in the 1980s, but was noticeable towards the end of the 1980s and by mid 1990s had caused a major change in the dependability area. Trend 2: Explosive Complexity, began toward the early 1990s when the cost of computing was dropping substantially and distributed computing was on a growth path.  By mid 1990s the internet boom contributed to an even larger growth.  Trend 3: Global Volume, is only at its inception, and can be argued to have begun with the huge increase in small yet powerful devices flooding the market.  The cell phone, the PDA and the availability of wireless digital networks will have their impact.

3.Trend 1 – Shifting Sources

One of the dominant trends has been the changes in failure rate, as well as the sources of failures that dominate in a particular timeframe. By and large, we can conclude that the hardware failure rates are down while the relative contribution of software is up. In addition as technology matures, the user set changes, and the degree of sophistication in the products increase, new sources of failures become prominent.

Transient faults have traditionally been associated with the corruption of stored data values. This phenomenon has been reported as early as 1954 in adverse operating conditions such as near nuclear bomb test sites and later in space applications [53], [40]. Continuously decreasing feature sizes and supply voltage of devices reduce capacitive node charge and noise margin, even flip-flop circuits inevitably become susceptible to soft-errors [21]. Constantly pushing the processor performance envelope will shortly place us in an unfamiliar realm where logically correct implementations alone cannot ensure correct program execution with sufficient confidence. As a result vendors of high-availability platforms have long incorporated explicit error detection and correction techniques in their architectures. The basic techniques involve information redundancy (e.g. parity and ECC), space redundancy (achieved by carrying out the same computation on multiple, independent hardware at the same time and corroborating the redundant results to expose errors), and time redundancy (where redundant computation is obtained by repeating the same operations multiple times on the same hardware). 

3.1 ECL to CMOS Circuit Technology

The significant change in technology, over the past decades, is not only the increase in speed and reduced power consumption, but also the reliability of the devices.  Figure 1, reproduced from IBM data [49] shows that system outage as caused by hardware failure has dropped by two orders of magnitude in two decades. 
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Figure 1: Failure Rate Changes in Hardware

This dramatic change in reliability has been the driver of a major portion of Trend 1. The shift in circuit technology from ECL (the technology for the 308X/3090 series of mainframes) to CMOS is dramatic in terms of reliability, as shown in the figure. TCM in the figure stands for Thermal Conduction Module, a ceramic multi-chip package that is liquid cooled. 

Considering the beginnings of the FTCS conference, which dates to 1971, one can see why the focus in the early years was on hardware fault tolerance. Product dependability was defined by how well one could keep a box running in spite of hardware malfunction – be it permanent or temporary. To combat the transient failures, up to 25% of the circuitry was utilized for error detection and correction. These architectures allowed for very high data integrity with no data path inside the CPU left unchecked. Instructions retry mechanism further increased fault tolerance [48].

It was also becoming clear that the next generation of circuit technology, CMOS would obsolete ECL. As Figure 1 illustrates, the MTTF of a high end machine is over 30 years, almost two orders of magnitude better than that class of machines two decades ago.

The same time period has witnessed the growth of the microprocessor and the PC industry.  Today Intel in the P6 family processors brings high-end features to the mass market.  All P6’s internal registers are parity-checked, and the 64-bit path between the CPU core and Level-2 cache uses ECC. Built-in diagnostic features allow monitoring and reporting on more than 100 events and variables inside the chip, including cache misses, register contents, and occurrences of self-modifying code.  The P6 also improves support for checkpointing (i.e., rolling back the machine to a known state in the event of an error), however, the operating system has to be written to take advantage of machine-check interrupts.

The drop in the failure rates of current COTS (commercial off the shelf) processors to 100 FITs [28] (MTTF of over 1110 years), could suggest that device failures are no longer a major dependability problem.  However, as indicated in [3], there is an increase in significance of other threats, including:(i) susceptibility to environmental interference due to reduced device sizes and power levels of logic (as discussed at the beginning of this section), (ii) hardware design faults that are discovered after the design is completed (For example, processors of the Intel P6 family in April 1999 had from 45 to 101 reported design faults, of which about 60% remain uncorrected), and (iii) uncertainty about wearout, which may lead to an increase in the failure rate over time. This shows that the benefits of a very low device failure rates will only be significant if the likelihood of system failures due to transient faults and design faults can be reduced as well.
3.2 Software Failures

One of the consequences of the dropping hardware failure rate is that the other failure modes have become more prominent. Software, which has also been growing in complexity, has gradually contributed to a larger proportion of system outages.  Through the 1980s, while the fault tolerance methods were being developed for hardware and the incidence rate of hardware failures was dropping software failures became more prominent. At the same time, the focus on software reliability methods was marginal. In the high-end server business, most of the development budgets were focused on new function, since that was a growth segment all the way into the 1990s.  The PC segment was at its inception and the focus was functionality.  As a consequence, software failures – the class of problems that had damaging effects as significant as a hardware outage that took the entire system down became evident. 

The high end server industry responded rapidly. Both fault avoidance and fault tolerance techniques where applied. Just like the hardware platforms for the high end servers, the software operating systems included more and more recovery code. The result is impressive.  Two decades later, a high end IBM server has almost no cold starts in an entire year.   
3.3 Planned Outage

Faults and failures produce the mental image of uncertainty, and catastrophic consequence. While they do happen, they are by far less common in high end servers. However, high end computing has a disturbing problem called planned outage when, on purpose, systems need to be shutdown.  Planned outage used to be common with installation and maintenance of hardware, and then became common with software updates and maintenance.  Databases needed to be reorganized or networks needed to be reconfigured. While, the surprise element was not present, the un-availability and disruption of services caused just as much a problem.  With businesses running globally, 24x7 availability was vital and planned outage accounted for more downtime in the 1990s than un-planned outage.
3.4 Desktop Software Expectations

The desktop industry in the mid 1980’s had been a novelty and enjoyed user tolerance to failures.  As time progressed and the dependency on desktop software grew it acquired the burden of any successful segment that enters the stable stage of its lifecycle [10].  In this stage, the importance of novelty fades and dependability rises. Although we have witnessed significant growth in the dependability of products, there is yet much more to be addressed. The issue is complicated by newer sources of failures that arise such as viruses and security holes. Global usage and lower training levels among the user set push the demands on dependability further.

4 Dependable System Research versus Industry Trend 1

Research on dependability has advanced following the changes in hardware and software technologies.  

4.1 Fault/error Classes

Understanding fault/error models is of primary importance in providing sound methods and techniques for dependability assessment and in developing efficient detection and recovery mechanisms and algorithms. Table 3 gives a generic classification of faults based on their temporal persistence and origin. The fault/error classification in Table 3 is a simplified version of the more comprehensive taxonomy provided in [7]. 
	Fault Classes

	Based on the temporal persistence [31]
	Based on the origin [6]

	Permanent faults, whose presence is continuous and stable.

Intermittent faults, whose presence is only occasional due to unstable hardware or varying hardware and software states, e.g., as a function of load or activity.

Transient faults, resulting from temporary environmental conditions.
	Physical faults, stemming from physical phenomena internal to the system, such as threshold change, shorts, opens, etc., or from external changes, such as environmental, electromagnetic, vibration, etc.

Human-made faults, which may be either design faults, introduced during system design, modification, or establishment of operating procedures, or interaction faults, which are violation of operating or maintenance procedures.


Table 3: Fault Classes
4.2 Monitoring and Emulation of Fault Sources

Table 4 summarizes the trends in experimental dependability research across four decades organized into methods and focus of monitoring operational systems and artificial evaluation by fault injection. The individual columns highlight emerging: (i) sources of data being colleted from systems in the field and (ii) fault/error types being integrated into fault injection tools and environments. Analysis of failure data from operational systems provides insight into the dominant error categories in deployed systems. It also gives valuable feedback for driving fault/error injection experiments. Fault/error injection allows accelerate failure occurrence in the system and, hence, provide very rapid validation of  prototype design and further guidance to design decisions. 
	
	1970's
	1980's
	1990's
	2000's

	Operational life monitoring 
	Crash dumps
	Error logs
	Natural workloads
	Human-computer interaction errors

	Fault injection
	Stuck-at
	Memory
	API
	Security


Table 4: Examples of Experimental Dependability Research
4.2.1 Operational Life Monitoring and Failure Data Analysis
Understanding the characteristics of a fault source evolves through several stages.  In order to gain an understanding of the significance of a fault source, initial measurements focus on summarizing the underlying statistical distribution with averages such as mean time to an event.  Since little is known about the fault source, existing measurement frameworks are used to make estimates.  This monitoring may be primary (such as analysis of system event logs) or secondary (such as reports from the field).  In order to discover more about the statistical properties of the source (such as distribution type and distribution parameter values), customized error monitoring systems that are sensitive to the fault source, while at the same time filtering out extraneous information on other sources, have to be developed.  In the next stage, a deeper semantic understanding of the fault source and how it propagates are used to devise real time anomaly detection so that the onset of a new fault can be discovered and isolated quickly.  This pattern of the evolution of stages applies to each fault source and the depth of understanding of a fault source is directly related to how many stages have been explored.

Direct monitoring, recording, and analysis of naturally occurring errors and failures in the system can provide valuable information on actual error/failure behavior, identify system bottlenecks, quantify dependability measures, and verify assumptions made in analytical models.

There are three basic elements in an online trend diagnosis system [46]:

Gathering data/sensors. Sensors must be provided to detect, store, and forward performance and error information (e.g., event-log data) to a diagnostic server whose task it is to interpret the information.

Interpreting data/analyzers. Once the system performance and error data have been accumulated, they must be interpreted or analyzed. This interpretation is done under the auspices of expert problem-solving modules embedded in the diagnostic server. The diagnostic server provides profiles of normal system behavior as well as hypotheses about behavior exceptions.

Confirming interpretation/effectors. After the diagnostic server interprets the system performance and error information, a hypothesis must be confirmed (or denied) before issuing warning messages to users or operators. For this purpose, there must be effectors for stimulating the hypothesized condition in the system. Effectors can take the form of diagnostics or exercisers that are down-line loaded to the suspected portion of the system, and then run under special conditions to confirm the fault hypothesis or to narrow its range.

Challenged by the increasing number and severity of malicious attacks, security has become an issue of primary importance in designing dependable systems. Analysis of data on security related system activities permits the identification of security attacks, and vulnerabilities exploited by the attacker, and enables classification of the attacks. Many classifications of attacks have been tendered, often in taxonomic form. A common basis of these taxonomies is that they have been framed from the perspective of an attacker – they organize attacks with respect to the attacker’s goals, such as privilege elevation from user to root (from the well known Lincoln taxonomy). Taxonomies based on goals are attack-centric; those based on defender goals are defense-centric. Defenders need a way of determining whether or not their detectors will detect a given attack. It is suggested that a defense-centric taxonomy would suit this role more effectively than an attack-centric taxonomy. Research has led to a defense-centric attack taxonomy 错误！未找到引用源。, based on the way that attacks manifest as anomalies in monitored sensor data. Unique manifestations, drawn from 25 attacks, were used to organize the taxonomy, which was validated through exposure to an intrusion-detection system, confirming attack detectability. The taxonomy’s predictive utility was compared against that of a well-known extant attack-centric taxonomy. The defense-centric taxonomy was shown to be a more effective predictor of a detector’s ability to detect specific attacks, hence informing a defender that a given detector is competent against an entire class of attacks.
4.2.2 Network User Interaction Failures

Resolving network interoperability problems is difficult and time consuming. Almost every user has experienced such a problem either directly, or as a by-product of a task they were attempting to complete. Problems may originate or be complicated by system heterogeneity, administrative policies, security practices, and end user errors or improper mental models. 

Advances in network flexibility, self-repair, and reconfiguration will improve underlying performance (Meseguer, et al, 2003) but lead to increased complexity. Furthermore, it is likely that the user will be unable to rely on a consistent detailed mental model of network state and topology. As such, new human-computer interaction methods and tools will be required to enhance user awareness and problem resolution.

As an example, consider remote network access that generates frequent problems and has considerable detrimental impact on user efficiency. Data on  remote access trouble tickets covering 2.5 years from June 2000 through December 2003. The analysis of incident reports is a common and accepted data collection methodology (Wickens, 1995; Salvendy & Carayon, 1997). 
During the period in question there was a phase out of DSL service, an introduction of a VPN option, and a beta test of a licensed dial-up ISP for traveling users. The latter two may explain the slight rise for incoming cases near the end of the sampled period, while the DSL phase out may explain the small hitch in late 2000. However, it was interesting to note that, in general, the rate of incoming cases was remarkably linear (Figure 2). This suggests that little progress was made over this period in developing methods of reducing caseload.
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Figure 2. Case arrival rate
It is important to note that Hours to Resolve is not a good measure of staff time consumed. This is simply the time from the initial user query to the time the case was closed.  The most salient observation upon looking at Problem Type was the high caseload and time sink resulting from phone number queries (Table 5). Also apparent was the high mean time to resolve problems stemming from third party networks. Problems due to single configuration change events were frequent (22%) and likely the result of shifting policies and network options (i.e., DSL phase-out, VPN roll out, and licensed dial-up ISP beta test).
Table 5. Problem type statistics
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Over 25% of the cases and 3,500 hours were requests related to phone number requests. Some of these were influenced by time zone effects (e.g., user is in Asia and staff is only fielding queries during the work day).

A large number of cases were resolved within the first day (Figure 3). Inspection of the pace of problem resolution shows that Leaf cases linger on much longer than other types. 
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Figure 3. Resolution by type
Comparison of case sample totals for the Win, Mac, and Li/unix categories is shown in Table 6. 
Table 6. Operating system statistics
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The curves in Figure 3 exhibit the typical decay pattern expected in help desk operations. 
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Figure 4. Resolution by operating system
Perhaps the most interesting observation from Figure 4 is the almost linear dive to full resolution by Mac users shortly after the first week. This manifested as considerably reduced variability for the Mac category when compared to the other categories. 

The high rate of problems associated with the VPN implies many cases were specifically due to problems originating from the use or application of security policies. Two security categories were examined: VPN and Realm. VPN cases included problems installing, configuring, and using the VPN. Cases associated with Realm included conflicts with security policies (e.g., mail relaying), authentication (e.g., password errors), and network card registration. Security problems were common – 41% of the cases and 47% of the time involved VPN and/or Realm (Table 7). VPN cases seemed to be particularly time consuming but this may be due to users waiting for new VPN client distributions. Windows deployment was more rapid than Mac and *nix.
Table 7. Security statistics
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This effort was valuable in that certain classes of problems and nuances surfaced rapidly. A few key points were identified during this effort:

· The mean time to resolve all help related cases was about 2 days (49 hrs/case). This jumped to 60 hrs/case for the subset not including phone number requests.

· Over 25% of the cases were due to phone number requests.

· Problems with configuration changes resulted in 22% of the cases.

· Time to resolve cases with Mac OS (9 and X) was considerably less variable than other platforms. The longest Mac case was resolved after just over 10 days.

· Security problems were frequent – especially for end users where over half of the problems were related to obtaining necessary user rights.

4.2.3 Fault/error injection 

Fault injection has been used for more than three decades and it is generally recognized as an important method for dependability analysis. One reason for the success of fault injection is that it enables evaluation of the actual implementation and attempts to capture how a programming error or manufacturing defect may affect the system’s dependability. Fault\error injection can be employed to conduct detailed studies of the complex interactions between fault/error and fault/error handling mechanisms. This approach complements analytic evaluation and simulation, which apply to earlier design stages.

One important step in the evolution of fault injection was formalization of the key components of a fault injection experiment: the faults set, the set of activations, the set of readouts, and the derived measurements [3,22]. These concepts were further extended by formalizing failure acceleration (i.e., injecting faults at a high rate to increase the number of failures observed) and applying it to an IBM 370 mainframe [15]. In the late 1980’s an idea of software implemented fault injection (SWIFI) was proposed. Multiple tools were developed to enable rapid assessment of system dependability without the need of building, often expensive, hardware fault injection tools.  Another important method of injecting faults was the use of radiation sources to induce single event upsets (SEUs) on exposed ICs [43][24]. 

While fault/error injection methods and techniques have been extensively studied in academia, industry also employs fault injection.  Work in [37] reports on fault injection based testing of recovery and serviceability in the IBM ES/9000 systems. Fault injection and software testing were used by Ansaldo-Cris, Italy to assess dependability of new generation of Railway Control Systems [1]. In [18] physical fault injection at the pin-level was employed to validate error-handling mechanisms of teraflops supercomputer developed by Intel. Software implemented fault injection assists in evaluation of embedded flight control system [51].

4.2.3.1 Fault Injection at the operating system API level 

The success of many products depends on the robustness of not only the product software, but also operating systems and third party component libraries. But, until now, there has been no way to quantitatively measure robustness. Ballista changes this by providing a simple, repeatable way to directly measure software robustness without requiring source code or behavioral specifications. Ballista is a "black box" software testing tool, and it was demonstrated on testing the APIs of Commercial Off-The-Shelf (COTS) software. [30] provides a comprehensive assessment of 15 POSIX-compliant operating systems and libraries as well as the Microsoft Win32 API.

Each of 15 different operating system's robustness has been measured by automatically testing up to 233 POSIX functions and system calls with exceptional parameter values.  Overall, only 55% to 76% of tests performed were handled robustly, depending on the operating system being tested. Hardening can be accomplished by first probing a software module for responses to exceptional inputs that cause “crashes” or “hangs”. When these robustness bugs have been identified, a software wrapper can be automatically created to filter out dangerous inputs, thus hardening the software module. More details and ideas on use of protective wrappers may be found in [2], [19], [44].

4.2.3.2 Fault Injection at the application level
To analyze dependability at the application level, the faults are injected into the application program itself or the layer between the application and the operating system. The methods of injection can be classified into two types according to when the faults are injected [65].

· Compile-time injection
Faults are injected into source codes or assembly codes of target program, and the fault injection generates an erroneous software-image at compile-time. This method alters instructions of target program, but it can cause no perturbation during runtime.

· Runtime injection

Some mechanisms can be required to trigger injection during runtime. There are many common mechanisms of trigger, including: interrupting the application execution by trap, timer, exception, or executing the application in trace mode; and executing specific fault injection code by adding instructions to application code.

Software implemented fault injection without special hardware is low complexity, low development effort, and low cost[63], but it also has higher perturbation and lower monitoring time-resolution. In HFI-4[64], the Single-Cycle fault injection for bus signals is presented based on technique of socket insertion. User can set one address or category of addresses by masking code as conditions of injection, at the same time, the duration of injection is restricted into one bus cycle (read or write), and the behavior of injection can not affect subsequent cycles. Thus, it can inject faults into registers or memory accurately, and simulate software-implemented injection, at same time, it can not incur any perturbation to target program and supply time-resolution of hardware monitor.
5 Trend 2 – Explosive Complexity

The complexity arises from a few different factors, and with it issues in dependability get more diverse.  The lines between pre-ship and post-ship are blurred increasingly with our ability to ship fixes instantly on the internet.  Customizability and inter-operability of services further makes products, vendors, and services less distinguishable.  Wireless technology makes devices and users location transparent, and the demands 24x7 availability spread across the industry. 

5.1 Growth and Complexity

This huge growth is not just due to selling more computers and increasing the installed base of software.  Applications, infrastructure and services have exhibited compounded growth. Thus, while individual segments of the industry show a steep linear growth, the complexity of the systems built for them grows nonlinearly.

While it is always hard to measure individual engineer productivity, which we believe has grown due to better software engineering tools, the labor market growth figures illustrate substantial growth. Since development continues on larger components, which are themselves growing in features and functionality, the ability to synthesis larger and more complex systems has grown substantially. For instance, a modern web application is built on a number of standard components—operating system, middleware, web server, transaction manager, database system, the rendering layers supporting streaming media—all built upon a transport layer or net-work that is configured separately.  The application and business logic is an industry-specific product layered upon these other components. Integrating the various components and dealing with the complexity of such systems is a new layer of conceptualization with its own dependability issues. 
5.2 No Test Case

In every industry that has faced rapid growth, standardization, layering and multiple sourcing have been used to deal with the growth.  The computer industry is no exception., but with the added  ability of extensive customization as a competitive edge.  Customization is made possible by the ease of programmability at a late stage in development.  It is also an excellent marketing vehicle to differentiate one standard component from another in terms of added features.

Many a system built with standard components is realized only at a customer site. While the piece parts are supposed to work, the fact that they do can only be tested on site.  This creates the challenge of developing appropriate test suites.  The notion of functional testing and checking interfaces breaks down beyond a point, needing scenario tests that evaluate the end to end function.  However, minor variations in individual interfaces make it is almost impossible to access and verify reliability. Thus, the problem of, “no test case”.  The ever increasing cost of integration and delays in delivery are often due to this customization. 
5.3 Re-defining Failure

For decades we have assumed that a failure is a well understood concept.  The IEEE/IFIP definition of failure is, “a system not performing up to its specification” [32].  This is an apt definition for a piece of hardware, or an IC chip, a microprocessor, or a UNIX command that has been unchanging for 20 years. In each of these cases one can find a specification. But, increasingly piece parts do not have specification. And if the specifications do exist, they are vague, incomplete, and never really meant to serve the purpose of providing a clear binary answer to whether a situation is a failure or is working as designed. When there is a specification for a new product or service, it may only be in the form of commercial material and not a detailed technical specification.  And if one does find the technical specification, it could be obsolete.

How does one recognize a failure?  A good place to observe is the customer service desk.  When customers call, the problem diagnosis process usually tries to answer the question: is it working as designed, or is something wrong?  If it is not working as designed, is it because the user did something incorrectly, or is the product or service broken? In many cases the answers are reasonably clear.  However, there is now an increasing trend when the blame cannot be assigned.  And regardless of the blame being assigned, the desire to retain customers, and develop a better product motivates fixing the situation so that it does not occur. 

From this perspective, the definition of a failure needs to be rethought. It is the expectation in the eyes of the customer, the satisfaction of the customer and to a much lesser degree the technical specification of the product or service [12].

5.4 Speed of Service

The focus on customer service is driven by choice, cost and image. Customer service is very expensive but poor customer service is  even more expensive.  There is a constant tradeoff between managing the cost of customer service and maintaining a positive image that are reflected in customer satisfaction numbers measured from the field. 

Customer service spans a broad range of topics, problem determination and solution delivery being only  two of them.  If there is one metric that captures the concerns of dependability it is “speed of service”.  This has probably the single highest impact on the image of the company, satisfaction to the customer and cost. 

The faster one needs to respond to a problem, the higher the cost of service. The more time one has to manage a situation, the more flexibility there is in the organization to manage the cost of service.  This challenge is at the core of building a services strategy and technology to support the products.  Remote diagnosis, failure prediction, self repair, are different ways by which service can be improved. 

As products have become complex, the piece parts are imported from different sources and the install base is more global, the complexity of service has grown.  Outsourcing the service is an attractive option used by many.  However, with the outsourcing of service overseas to countries with lower cost structure, the infrastructure to deliver the service has also risen in complexity.

5.5 Constant Development

In the past there was a time when a product was built, assigned a product number and shipped.  Other than for service the product and its functionality was encapsulated in that part number, and never changed.

This was the day before microcode and downloadable software patches. Our ability to change a product without bending metal has created a new concept of shipping a product. It is conceivable, (and one could argue we are already there), that we can buy a widget and then determine what it does.  

Assuming that the process of delivering the product to an end user takes zero time, the challenge becomes the process of developing the product and verifying that it works. The unintended consequence, is that the development process never really has a clear start and end, which historically was forced by the product delivery mechanism.  Now, one can argue that the product delivery mechanism is not what should define produce start and stop, but product and investment management. 

The consequences are fascinating, especially to dependability. The constant development and delivery places much lower premium on dependability.  Since the change cycle is assumed to be fast, it tends to make design far more reactive. It allows a larger field test of situations that otherwise would need to be tested in house. The processes of development, service, and dependability design get rolled into one big cycle, that has few distinctions between them.  From a product manageability perspective it can give rise to a far greater number of generations of product that co-exist in the field.  This latter point makes it much harder to deliver service, and maintain the install base.

6 Dependable System Research versus Industry Trend 2 

The issues in Trend 2 that drive greater complexity, brings home a central theme in the research area of dependability – breadth. What was once an area that was better defined by failures and faults from well known sources is now dispersed across a broader set of sources and relationships. Thus, the concepts based on clear fault models with a known specifications and design is muddied by less clear notions of failure and blurred lines among design, development, and field life of product. 

6.1 Software Reliability

Measurement of software reliability from field data has been limited, compared to its counterpart in hardware. The few studies that report measurement from field data have been from large vendors, and the studies conducted often, by academically inclined individuals or partnerships with university [14], [23], [33], [50].  Yet these studies are insightful in giving us an order of magnitude of the MTBF which illustrates that the range for software is between 10-100 days. The studies also illustrate the reliability growth that occurs as the software ages in the field.  One of the primary difficulties in these studies is the collection and filtering of field data, and determining an appropriate compensation for under reporting. The first IBM study and the following Microsoft study, both use educated guesses that seem reasonable.  Studies to estimate reporting rates, and methods for good data filtering are open areas of work. 

6.2 Use of Formal Methods

An important area where formal methods were very successful is model checking, applied in the design and verification of finite state systems, e.g., distributed algorithms and protocols. This is achieved by verifying whether the model, derived from a hardware or software design, satisfies a logical specification (often expressed as temporal logic formulas). Early work on [16], [43] provide foundation for current generation of model checking tools such as SPIN [26].

6.3 Software Testing

There is a vast difference in the level of technology for testing between hardware and software. Hardware testing has over the years developed into a fairly sophisticated set of methods and tools.  Software testing, too, has a long history; however, the level of complexity remains largely unaddressed. 

Testing at a program level is fairly well understood and the practice well documented [8] with a number of tools and measurements. Functional testing which amounts to a slightly higher level of abstraction too has a reasonable body of work, but is far from complete. Black box testing methods that an application programming interfaces are mainstream methods.  However the degree of automation is limited by the quality of specification. A number of tools have made considerable progress in developing parsimonious test suites to address the combinatorial explosion that occurs in test generation.  The use of orthogonal arrays [42] that first addressed the issue was advanced by the AETG tool set [17] with sophisticated heuristics to work with constraints. Open problems in this area have to do with the development of functional test on a richer variety of inputs and constraints. There is also little work that relates the nature of faults to the efficacy of specific methods of test generation.

Model based testing approaches the issue of functional testing from a much different perspective. These are borderline formal methods, since they do have a formal representation of function, but not necessarily derived from exact specifications of the program. State charts [25] blend graphical representation with functional properties, and are particularly attractive in applications where the model lends itself to the application such as protocols. 

Complexity that arises from integrating several layers and inter-dependent services poses a hard problem for testing. The problems are deepened due to incompleteness of specification and environmental constraints that are inadequately understood. Developing conceptual models for these systems, and developing tests and establishing meaningful measures of coverage are open problems.
6.4 Application-Aware Security and Reliability 

The increasing complexity of computer systems and their deployment in mission- and life-critical applications are driving the need to provide applications with security and reliability support. In addition, the Internet’s ubiquity makes systems much more vulnerable to malicious attacks that can have far-reaching implications on our daily lives. The catastrophic failure of the AT&T telecommunication network in New York affected financial and life-saving systems such as airline reservations and the American Red Cross blood supply tracking systems [See91]. The Morris worm [Sch01] that exploited buffer overflow vulnerability in fingerd, and the Code Red worm [Cer02] that exploited a buffer overflow in Internet Information Service (IIS), are all indications of a rising problem of computer and system security. In this all-pervasive computing environment the need for security and reliability has expanded from being limited to a chosen few expensive systems to a basic computing necessity.

The traditional one-size-fits-all approach to security and reliability is no longer sufficient or acceptable from the user perspective. A potentially much more cost-effective and accurate approach is to customize the mechanisms for detecting security attacks and accidental errors using knowledge about the expected or allowed program behavior. In addressing this challenge, a concept of application-aware checking as an alternative has been proposed [Pat05]. By extracting application dependability characteristics using compiler analysis and enforcing the characteristics at runtime using the hardware modules embedded in a configurable hardware (e.g., [Nak04]), it is possible to achieve security and reliability with low overheads and low false-positive rates.

The idea of customizing hardware checkers based on application needs is compatible with recent industry trends such as utility computing from HP and SUN, in which utility computing grids can optimize themselves to suit the application’s performance needs. Analogously, an application aware checking methodology lets tune the hardware checkers taking into account application specifics, e.g., focusing the protection mechanisms on the most critical application data and/or system resources.

7 Trend 3 – Global Volume

The numbers of end users has grown by orders of magnitude in the IT industry. And with it comes a plethora of changes in every aspect of the business.  The user’s tolerance for failures is lower, and the higher levels of integration are a source of new dimensions in failures.  These trends often alter assumptions we once held that may no longer be true.  In other respects ideas that were considered impossible only a decade ago, are already in production.

7.1 Form factor and Mobility

The smaller geometry of circuits and lower power has reached the point where devices such as a hand-held PDAs rival the compute power of a desk top computer of only a few years ago. While that trend has been predicted in Moore’s law for more than two decades, it is only now that the hand carried, or wearable device has the power for significant computing. Coupled with the corresponding decrease in cost, the volume of devices grows by a couple orders of magnitude over desktop and lap top computers.  No longer are  computers numbered in hundreds of thousands to a million per year, but in tens to hundreds of millions  computers with each model having a useful operating life of a couple years.  The cell phone is an excellent example of a form factor, technology, and accepted functionality that will drive more CPU sales with the power of a desktop computer than previously conceived.

This large volume of devices is not mere power in the hands of the end users.  There is an infrastructure that needs to be laid down to enable the end-user device, manage the end user device, and make it a channel for new features and services. All this with location transparency and in the ideal situation without forcing direct contact with the end user. 

7.2 Lower training threshold

The increase in volume of users  leads to lower levels of training of the average end user. While this is quite evident in the consumer segment, such as a cell phone user, it is also true in other segments. Clearly, the need for specialized skill and the expectation that there will be the necessary training is always true in the high end servers network markets. However, the desktop era demonstrated the need to build computing elements that required lower and lower levels of training for the end user thereby enabling mass markets. Along with this, there has also been the trend to  place systems management and repair in the hands of technicians not requiring a degree in computer science and who can be trained rapidly. The growth of education programs in information technology, that focus on solutions and capabilities and less on engineering design  reflects this trend. 

Dependability demands accelerate with lower training.  What may have been once considered an acceptable level of difficulty in use and maintenance of systems, is no longer acceptable. Thus, what are minor irritations in in historic systems, become faults today. What would historically be routine maintenance becomes serious failures. While this has some elements of the changing definition of failure  it is different in that  the capability of the user is much reduced. Thus, the design assumptions on products themselves have dramatically changed to accommodate this trend.

7.3 Dependability in Systems Management

With more diversity of  devices in the market, the task of installing, delivering, maintaining, servicing and upgrading are all now far more challenging.  Some tasks that could be done manually, cannot be done manually. Failures in these systems have their effect multiplied by the number of users they serve. For instance, a wrong installation of a version of an application  for a thousand sales agents, can be updating databases around the world with incorrect pricing information causing a huge disruption in accounting. This may have been triggered by a human error, due to lack of training, or a programming error in the version management, or a secondary problem due to the integrity of a database.  

7.4 Market maturity drives product sophistication 

The information technology business directly effects every one.  Awareness of computing products occurs early in childhood. A direct consequence of this is the maturity of the average user is on the rise  (and this co-exists with lower average training).  The consequence is that the expectation of a product in the information technology space if far more advanced.  While novelty is always attractive to people, one grows out of the novelty phase and  becomes more demanding of capability, performance and durability.  Compare for instance, the current attitude towards cars.  We not only expect them to work and drive well, but do so without demanding a tune-up for up to a 100,000 miles.  

8 Dependable System Research versus Industry Trend 3

Commencing with the workstation boom in the early 1980s, many of the traditional system management procedures fell to the user.  Since workstation behavior was not visible to a central site, the research community developed techniques in trend analysis to monitor activity and report deviation from normal behavior.  Thus, rather than attempt to reconstruct sequences of events after the fact, operational personnel would merely be notified of unusual events. Operational personnel could focus their attention on events that were likely to be meaningful.  In addition, the trend analyzers provided data surrounding the event so no reconstruction would be required..  

8.1 Adaptive Model of Normal Behavior

Trend analysis creates a model of normal behavior and looks for deviation between current behavior and normal.  Since systems and their applications continually evolve, the model must also learn the new behavior and factor it into a new model for normal.  In its’ early stages of development, Harbinger？ [33] saw traffic grow by an order of magnitude in a matter of months on an Ethernet backbone. Harbinger would flag events that were plus or minus one or two standard deviations away from prior behavior.  Operational personnel could examine these behaviors and, if considered normal, do nothing.  The Harbinger model would adapt such that any change that persisted for over two weeks would now become part of the new normal behavior. Harbinger reduced the number of events of interest by several orders of magnitude [34]. The case study on using models of normal behavior for voice mail systems in Telco shows that alarm analysis could predict failures up to a few weeks in advance [20]. Setting up the alarm measurement and analysis system decreased the mean time to repair at least by a factor of two, with a corresponding drop in un-availability. 

8.2 The End-User Tolerance of the System Response Latency

In the face of the computer pervasiveness, the human-computer interaction becomes one of the factors determining the end-user perception of system dependability. Response latency is one of the important quality of service (QoS) metrics. An early study by Miller？ [34] indicated that: (i) response within 0.1s is perceived by the user as an instantaneous reaction of the system, (ii) response within 1.0 s keeps the user attention to an interactive dialog, and (iii) 10 seconds delay is about the limit for holding the user attention to the task at hand. For longer delays the user is distracted and may move to another task. Similar conclusions are drawn from the study on a cognitive coprocessor (a user interaction manager) [10]. More recent work conducted in HP Laboratories on the user-perceived latency of Web-based services reinforces these findings and indicates that delays of around 11 seconds represent the threshold beyond which it is difficult to keep users attention to the task [9]. For designers of dependable systems these findings show the importance of fast error detection and rapid recovery in minimizing the system downtime due to errors and, hence, reducing the response latency perceived by the end-user.

8.3 Pervasive Computing

For the past decade computer science researchers have been defining new services and architectures for pervasive and ubiquitous computing environments [41].  Pervasive/ubiquitous computing environments encompass hundreds of embedded computers throughout the physical environment that can provide services such as displays and printing.  As mobile users and devices move through the environment, services must be discovered and protocols established for communicating and combining services.  Basic research in pervasive/ubiquitous computing may provide some of the mechanisms for “on the fly” monitoring and reconfiguration.  

8.4 Cognitive Assistants That Learn

The DARPA PAL (Personal Assistant that Learns) program’s goal. is to create cognitive systems that use a variety of learning techniques to discover user preferences and proactively anticipate user needs.  By communicating through cognitive agents, the user that has discovered a technique to work around a problem could have that information shared with other users.  Thus, rather than having a dedicated, skilled staff to help users work through problems (a recent study of remoter user authentication problems indicated an average problem resolution time of 72 hours [50]) the entire user community could share what has been discovered.

8.5 Proactive Management

The number of operational parameters in a computing system has grown explosively.  Companies have been founded whose sole product is to discover network configurations and set the parameter values of the various switches to optimize performance.  One can envision such services reaching down to the individual user and their mobile device.  Early research in artificial intelligence led to the R1 system [35]？ for configuring VAX high-end computers for Digital Equipment Corporation (DEC).  Since there were a large number of possible configurations, R1 examined the purchased order and created a bill of materials adding in missing components that were implied by the rest of the configuration.  Research in such technology could carry beyond the manufacturing phase into the operational life phase.

8.6 Complexity – Artifact

Historically, the computer industry has used abstractions as a means to handle complexity and allow independent development on opposite sides of the boundary. One of the first highly successful abstractions was the separation of instruction set design from implementation. In the early 1960’s, IBM defined the IBM System 360 instruction set architecture.  Over the next four decades hardware designers created tens of different hardware implementations increasing performance a thousand fold but guaranteeing that even the software written in the 1960’s would run unmodified.  Meanwhile, software designers could write new applications without worrying about the moving target of hardware technology. 

The contemporary embodiment of abstractions is industrial standards.  Standards define functionality that service providers can implement while service consumers can use without concern about the implementation of the service.   A research opportunity is to apply previously successful concepts to this new level abstraction. 

For example, the Ballista approach to probing the exception handling capabilities at the API (Application Program Interface) could possibly be extended and adapted to standards definitions.

As another example, the mnemonic reminder approach to minimizing the generation of design errors might also be extended to both the providers and consumers of standards.  For example, the CHILDREN mnemonic   [35, 36] has been demonstrated to decrease the number or errors due to common software programmer omissions and commissions.  The mnemonic aids recall of issues to consider while writing code.  

9 Conclusions

Our framework, defined by three elements—trends, artifacts, and processes—has allowed us to reflect on overarching industry trends and technologies that impact the industry’s artifacts and/or processes. Looking back at Table 2, following our discussions, lets us reflect on where we have been and where opportunities for research lurk.

Trend 1 Shifting Error Sources and Trend 2 Explosive Complexity are well underway with a substantial body of research.  Nevertheless, there remains a need for more research, especially on issues of complexity and security (e.g., measurement-based analysis of system security). Trend 3 Global Volume, is upon us but is young in terms of research.  We have articulated several topics that are currently visible and certainly others will reveal themselves.  The pace of industry and its needs for research has grown by the sheer volume of business and domains of application.  Thus, the need for this research is imminent.
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						N		Hours to Resolve

								Mean		Std Dev		Sum

				Win		92		61		118		5,592

				Mac		22		60		68		1,322

				Li/unix (no Mac)		23		61		99		1,392
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type

		

				Problem Type		N		Hours to Resolve

								Mean		Std Dev		Sum

				Core		69		58		111		4,013

				Network		45		77		132		3,447

				Leaf		66		60		133		3,957

				Single		86		52		104		4,490

				Phone Number		132		27		86		3,523

				Overall		398		49		110		19,431





Data

		Case		Hours to Resolve		Date		Type		Operating System

		395		1.211944				core		Unknown

		1180		0.041389				leaf		Win

		1840		3.589722				leaf		Win

		4124		1.233333		6/4/96		leaf		Unknown

		4348		1.256944		6/11/96		network		Unknown

		4864		1.504722		6/13/96		phone number		Unknown

		5565		7.556667		6/14/96		phone number		Win

		6186		1.715278		6/17/96		phone number		Unknown

		7022		2.673889		6/19/96		phone number		Unknown

		7965		9.388056		6/24/96		single		Win

		8027		1.585				core		Win

		8135		56.797222		6/25/96		network		Win

		8248		5.760278		6/26/96		core		Unknown

		8280		108.665556		6/26/96		core		Mac

		8328		2.689167		6/27/96		core		Unknown

		8369		2.576111		6/27/96		phone number		Unknown

		8442		19.111389		6/27/96		network		Unknown

		8465		11.315278		6/28/96		core		Unknown

		8488		22.399444		7/2/96		core		Unknown

		8510		13.778333		6/28/96		phone number		Unknown

		8634		10.156667		6/29/96		core		Unknown

		8663		7.421111		6/29/96		core		Unknown

		8672		0.723056		6/29/96		phone number		Unknown

		9040		100.467222		7/2/96		network		Unknown

		9932		24.803333		7/7/96		core		Unknown

		10137		2.737778		7/9/96		phone number		Unknown

		10886		4.4875		7/13/96		phone number		Unknown

		11093		4.506667		7/15/96		network		Unknown

		11159		4.373056		7/16/96		network		Unknown

		11164		3.355556		7/16/96		phone number		Unknown

		11320		10.310278		7/16/96		network		Win

		11440		3.633333		7/17/96		single		Win

		11863		4.319722		7/20/96		core		Win

		12215		11.7325		7/20/96		single		Win

		13648		4.816667		7/23/96		single		Win

		13967		3.028333		7/24/96		network		Unknown

		15585		1.165556		7/30/96		phone number		Unknown

		15812		2.427778		7/31/96		phone number		Unknown

		16100		6.080278		8/1/96		phone number		Unknown

		17045		11.087222		8/6/96		core		Mac

		18112		3.626389		8/11/96		core		Unknown

		18322		3.3825				core		Unknown

		18362		9.951944		8/13/96		network		Win

		18629		10.174444		8/14/96		phone number		Unknown

		19932		6.953611		8/21/96		leaf		Unknown

		19939		2.575556		8/21/96		phone number		Unknown

		20134		0.1		8/22/96		core		Win

		20711		27.488611		8/23/96		network		Unknown

		20771		26.44		8/23/96		phone number		Unknown

		20775		0.558056		8/23/96		phone number		Win

		20796		3.7175		8/23/96		phone number		Unknown

		21062		28.089167		8/24/96		core		Win

		22300		19.203889				phone number		Unknown

		23701		14.214722		9/5/96		leaf		Win

		23892		9.5875		9/5/96		core		Unknown

		24398		25.902778		9/7/96		leaf		Unknown

		25562		14.8725		9/12/96		core		Unknown

		25644		0.7175		9/13/96		leaf		Unix variant (not Mac)

		25689		123.306944		9/13/96		phone number		Unknown

		26260		10.761667		9/16/96		phone number		Win

		26336		272.525278		9/16/96		core		Unknown

		26466		104.272778		9/17/96		core		Unix variant (not Mac)

		26549		33.650278		9/17/96		network		Unknown

		27342		6.509167		9/19/96		single		Unknown

		29521		0.634444		9/20/96		phone number		Win

		29623		30.023611		9/20/96		network		Unknown

		29640		216.909167		9/20/96		core		Unknown

		29709		0.811667		9/20/96		phone number		Unknown

		30012		29.082222		9/23/96		leaf		Win

		31332		2.486944		9/27/96		phone number		Win

		32044		5.5625		9/29/96		phone number		Win

		33776		161.010278		10/1/96		core		Win

		33885		7.193056		10/1/96		single		Unix variant (not Mac)

		34030		153.936667		10/2/96		core		Unix variant (not Mac)

		35355		111.458333		10/4/96		leaf		Win

		35410		0.316667		10/5/96		phone number		Unknown

		36231		17.691111		10/9/96		single		Win

		36339		1.743056		10/9/96		phone number		Unknown

		36370		2.840556		10/10/96		single		Win

		36444		108.392222		10/10/96		single		Unknown

		36837		5.634444		10/11/96		phone number		Unknown

		36983		2.209444		10/11/96		single		Win

		37111		13.944444		10/12/96		leaf		Win

		43660		12.665278		10/14/96		phone number		Win

		43668		12.500833		10/14/96		core		Unknown

		43916		11.150278				core		Unknown

		47281		573.146389		10/19/96		single		Win

		47824		11.893056		10/23/96		network		Unknown

		47936		5.573889		10/24/96		phone number		Unknown

		48891		98.335556		10/29/96		network		Unknown

		49346		33.324722		10/31/96		network		Unknown

		49393		3.668889		10/31/96		phone number		Unknown

		51593		2.548611		11/1/96		single		Unknown

		53344		5.075		11/5/96		phone number		Unknown

		53959		62.844444		11/8/96		single		Unknown

		53998		3.561111		11/8/96		phone number		Unknown

		54000		101.880833		11/8/96		leaf		Unknown

		54717		3.641667		11/12/96		core		Unix variant (not Mac)

		55827		5.332778		11/18/96		network		Win

		56222		36.727778		11/20/96		single		Unknown

		56358		22.3925		11/21/96		phone number		Unknown

		57131		42.675833		11/27/96		phone number		Unknown

		57480		12.351944		11/28/96		single		Win

		58496		25.353056		12/3/96		single		Unix variant (not Mac)

		58511		4.742778		12/3/96		phone number		Unknown

		58591		6.9675		12/3/96		phone number		Unknown

		59494		8.193889		12/6/96		phone number		Unknown

		60690		0.629444		12/10/96		phone number		Win

		62108		172.909722		12/17/96		core		Win

		62547		182.993333		12/20/96		network		Win

		62640		82.746389				core		Unknown

		63133		40.231111		12/25/96		core		Unknown

		64878		4.023889		1/3/97		phone number		Unknown

		66176		29.681389		1/9/97		network		Win

		68202		93.712778		1/19/97		leaf		Win

		68467		5.073889		1/21/97		phone number		Unknown

		69655		12.755556		1/25/97		single		Unix variant (not Mac)

		70285		7.2375		1/28/97		core		Win

		72354		40.6675		2/7/97		network		Unknown

		72567		0.015833				core		Unknown

		74966		6.511944		2/18/97		core		Win

		76115		5.49		2/21/97		phone number		Unknown

		78473		3.203056		3/4/97		phone number		Unknown

		79086		33.638056		3/6/97		single		Win

		79290		3.653611		3/7/97		single		Unix variant (not Mac)

		79667		72.273056		3/9/97		phone number		Unknown

		80182		27		3/11/97		single		Mixed

		82425		9.415556		3/21/97		phone number		Win

		86771		5.0975		4/11/97		single		Unix variant (not Mac)

		86957		7.207222		4/12/97		phone number		Unknown

		87519		78.921111		4/15/97		core		Unix variant (not Mac)

		87658		3.651111		4/16/97		core		Unknown

		88424		11.918333		4/19/97		leaf		Unknown

		89194		23.533889		4/23/97		single		Mixed

		92977		11.894444		5/9/97		single		Unknown

		93184		11.536111		5/10/97		single		Win

		93903		40.686667		5/14/97		leaf		Mixed

		93939		0.855556		5/14/97		phone number		Unknown

		95282		401.0525		5/21/97		network		Win

		96149		10.093333		5/25/97		phone number		Unknown

		96415		6.391111		5/27/97		phone number		Unknown

		97645		30.8325		6/1/97		leaf		Win

		98506		5.171667		6/6/97		phone number		Unknown

		98585		4.654167		6/6/97		phone number		Unknown

		98847		0.67		6/7/97		phone number		Unknown

		99906		0.528056		6/12/97		phone number		Unknown

		100692		0.698611		6/16/97		phone number		Mac

		100874		21.286389		6/17/97		core		Unknown

		101204		1.326389		6/18/97		phone number		Unknown

		101208		6.219167		6/18/97		leaf		Unknown

		101282		2.1275		6/19/97		phone number		Unknown

		101717		47.962778		6/21/97		single		Win

		101957		0.388889		6/22/97		phone number		Unknown

		101976		316.849444		6/22/97		core		Unknown

		102654		0.325		6/25/97		phone number		Win

		102816		74.586111		6/25/97		core		Win

		104178		47.223889		6/30/97		network		Unknown

		104267		1.525		7/1/97		phone number		Win

		104808		2.579722		7/5/97		phone number		Unknown

		104911		0.43		7/5/97		phone number		Unknown

		105069		1.135556		7/6/97		phone number		Unknown

		105072		14.610278		7/6/97		network		Unknown

		108071		61.256389				single		Unix variant (not Mac)

		108158		0.421111		7/19/97		phone number		Win

		109764		21.2425		7/25/97		core		Unknown

		110036		71.061667		7/26/97		single		Unknown

		110592		8.120278		7/29/97		core		Win

		110689		41.828889		7/29/97		single		Unknown

		112569		35.276944		8/2/97		core		Win

		112574		35.255833		8/2/97		core		Win

		113808		22.804444		8/8/97		phone number		Win

		113819		4.321111		8/7/97		phone number		Win

		114041		0.613333		8/8/97		phone number		Unknown

		114237		2.945278		8/8/97		single		Mac

		114274		0.961389		8/8/97		phone number		Mac

		115293		6.581667		8/13/97		leaf		Win

		115298		44.243889		8/13/97		leaf		Win

		115811		37.368889		8/15/97		core		Win

		116085		12.302778		8/16/97		core		Unknown

		117587		2.844167		8/23/97		phone number		Unknown

		118110		1.041667		8/25/97		phone number		Unknown

		118127		1.009167		8/25/97		phone number		Unknown

		118491		227.479444		8/26/97		phone number		Unknown

		118785		0.692222		8/27/97		phone number		Unknown

		119834		0.321389		8/29/97		phone number		Unix variant (not Mac)

		121574		12.753889		9/8/97		leaf		Unknown

		122197		0.606667		9/9/97		phone number		Win

		122591		44.691111		9/11/97		leaf		Mixed

		122984		7.519444		9/13/97		network		Unknown

		123746		0.214722		9/16/97		phone number		Unknown

		124028		5.338889		9/17/97		leaf		Unknown

		124170		3.023611		9/18/97		leaf		Win

		124271		17.5925				single		Unknown

		125010		2.393056		9/22/97		leaf		Mac

		125910		25.661667		9/26/97		core		Unknown

		125937		1.379167		9/26/97		phone number		Unknown

		126687		54.877778		9/30/97		core		Win

		132648		18.425556		10/14/97		single		Win

		132928		0.993611		10/15/97		phone number		Mac

		133579		0.550278		10/18/97		core		Win

		134936		16.333611		10/28/97		core		Unknown

		135606		0.224722		10/28/97		phone number		Unknown

		137664		2.297222		11/4/97		leaf		Unknown

		137831		38.601667		11/4/97		leaf		Win

		140327		1.890833		11/18/97		phone number		Unknown

		140417		725.444444		11/19/97		network		Unknown

		147176		0.291389		12/2/97		phone number		Unix variant (not Mac)

		148316		6.685833		12/9/97		leaf		Unknown

		149212		204.131389		12/11/97		single		Win

		151760		1.026944		12/20/97		phone number		Unknown

		151993		32.93		12/21/97		network		Mac

		152145		64.45		12/22/97		core		Unknown

		152271		60.266944		12/23/97		core		Unknown

		152274		2.629167		12/23/97		phone number		Win

		152696		40.319722		12/26/97		core		Unknown

		153531		4.513889		1/1/98		phone number		Unknown

		154798		10.600833		1/6/98		core		Unix variant (not Mac)

		155574		209.168056		1/9/98		network		Unknown

		155586		6.691944		1/9/98		phone number		Unknown

		158742		375.798889		1/22/98		leaf		Win

		160651		3.996667		1/30/98		phone number		Win

		160878		1.574444		1/30/98		single		Win

		163295		16.047778		2/11/98		core		Win

		163380		1.013611		2/11/98		phone number		Win

		163731		5.773611		2/12/98		network		Unknown

		163747		5.689444		2/13/98		network		Unknown

		163823		15.810556		2/13/98		network		Unknown

		163942		9		2/13/98		network		Mac

		164028		8.990833		2/14/98		network		Mac

		164210		4.110278		2/14/98		network		Unknown

		164397		2.143056		2/15/98		core		Win

		165281		331.338333		2/18/98		phone number		Win

		165551		0.944167		2/19/98		leaf		Unknown

		165958		532.716111		2/21/98		core		Unknown

		165962		118.789444		2/21/98		core		Unknown

		167409		82.303056		2/27/98		leaf		Unknown

		168327		30.760833		3/3/98		core		Win

		168710		62.582222		3/5/98		single		Unix variant (not Mac)

		168749		15.650278		3/5/98		single		Unknown

		173555		3.968611		3/23/98		core		Unknown

		173562		9.610556		3/23/98		core		Win

		176151		495.214722		4/1/98		phone number		Unknown

		176939		83.581667		4/4/98		leaf		Unknown

		178757		39.013333		4/10/98		leaf		Unknown

		180092		410.224167		4/15/98		phone number		Win

		180342		6.5175		4/16/98		phone number		Win

		181408		4.779722		4/20/98		phone number		Unknown

		181410		7.3775		4/20/98		single		Win

		181523		3.901111				leaf		Unknown

		181585		7.564167		4/21/98		single		Win

		183410		7.931667		4/28/98		phone number		Unknown

		183478		597.215		4/29/98		single		Win

		183672		2.645833		4/29/98		single		Mac

		183757		620.739722		4/30/98		core		Unknown

		184257		4.020556		5/1/98		leaf		Unknown

		184714		5.243611		5/3/98		leaf		Win

		184990		0.085833		5/5/98		phone number		Unknown

		185192		1.094167		5/5/98		phone number		Win

		185373		11.001389		5/6/98		phone number		Unknown

		185758		34.610278		5/7/98		single		Unknown

		185903		50.016389		5/8/98		core		Win

		187347		235.748333		5/13/98		phone number		Unknown

		187722		0.416667		5/14/98		phone number		Unknown

		187762		5.734167		5/14/98		core		Mac

		187847		4.134444		5/14/98		phone number		Win

		189654		26.1525		5/22/98		single		Unknown

		189667		490.276389		5/21/98		leaf		Win

		190080		2.416944		5/21/98		phone number		Unknown

		190214		33.934444		5/21/98		core		Unknown

		190373		12.168889		5/22/98		network		Unknown

		190544		5.972778		5/23/98		core		Win

		190569		891		5/22/98		leaf		Mixed

		190728		0.614722		5/23/98		single		Win

		190855		37.454444		5/23/98		leaf		Mixed

		191356		24.187778		5/26/98		single		Mixed

		191719		8.734722		5/27/98		single		Win

		192157		9.355556		5/29/98		network		Unknown

		192255		9.474167		5/29/98		phone number		Unknown

		193047		3.731111		6/1/98		single		Win

		193588		20.22				single		Mixed

		194450		11.099722		6/6/98		core		Unix variant (not Mac)

		195199		1.153056		6/8/98		phone number		Unknown

		195210		10.3075		6/8/98		phone number		Unknown

		196435		38.541111				phone number		Unknown

		197748		49.126667		6/17/98		phone number		Unknown

		198455		10.929722				single		Unknown

		198510		9.825		6/19/98		single		Win

		198583		8.171667		6/19/98		single		Mac

		201089		27.690833		6/26/98		leaf		Win

		202973		73.689722		7/2/98		network		Unknown

		203152		0.156111		7/2/98		single		Unknown

		203183		11.200833		7/2/98		phone number		Unknown

		203189		64.524722		7/2/98		network		Unknown

		203897		2.0975		7/5/98		single		Unknown

		204231		40.251389		7/6/98		network		Unknown

		208824		2.667778		7/17/98		phone number		Win

		209154		2.353611		7/17/98		phone number		Unknown

		209218		56.927778		7/17/98		leaf		Mac

		209867		124.695278		7/21/98		core		Unknown

		210329		0.561389		7/21/98		phone number		Win

		211502		173.458889		7/23/98		network		Unknown

		211741		1.013889		7/23/98		leaf		Unknown

		211757		545.913611		10/15/98		phone number		Unknown

		212172		69.898333		7/24/98		single		Win

		214156		9.429722				single		Unknown

		214174		8.073889		7/29/98		leaf		Unknown

		214674		4.696667		7/30/98		single		Win

		215575		1.515833		8/1/98		leaf		Unknown

		215785		470.735556		8/2/98		single		Unix variant (not Mac)

		216590		29.6075		8/4/98		phone number		Mac

		216600		45.009722		8/4/98		single		Unix variant (not Mac)

		216970		179.840278		8/5/98		leaf		Unknown

		217828		27.774722		8/7/98		single		Unknown

		217861		0.725556		8/7/98		phone number		Unknown

		218468		112.373056		8/8/98		network		Unknown

		219917		27.343056		8/11/98		leaf		Win

		219965		1.7125		8/11/98		phone number		Unknown

		220075		2.105556		8/11/98		phone number		Mac

		220167		2.214167		8/12/98		single		Win

		220355		18.975833		8/12/98		single		Unix variant (not Mac)

		221624		23.086111		8/15/98		leaf		Unknown

		222101		1.798056		8/16/98		phone number		Win

		222954		219.118889		8/18/98		leaf		Mac

		223305		12.397778				leaf		Unknown

		224788		6.615833		8/22/98		leaf		Win

		224793		0.870833		8/22/98		leaf		Unknown

		225791		6.031944		8/25/98		single		Unknown

		228395		87.974167		8/31/98		leaf		Win

		228887		8.400833		9/1/98		single		Unix variant (not Mac)

		228896		96.854167		9/1/98		single		Unix variant (not Mac)

		229192		1.959722		9/2/98		phone number		Mac

		229336		357.241111		9/2/98		network		Win

		229744		4.508333		9/3/98		phone number		Win

		231905		0.427222		9/9/98		phone number		Win

		232555		0.8575				single		Mac

		232886		60.010833		9/12/98		single		Unix variant (not Mac)

		235247		7.779444		9/18/98		phone number		Unknown

		235311		1.516111		9/18/98		phone number		Mac

		235503		21.868333		9/18/98		single		Unknown

		235691		0.187778		9/19/98		phone number		Unknown

		236114		114.398611		9/21/98		leaf		Unknown

		236387		3.151389		9/21/98		leaf		Win

		237070		46.337222		9/23/98		network		Win

		237290		28.966389		9/23/98		network		Unknown

		237742		37.153889		9/24/98		single		Win

		238580		142.084167		9/26/98		leaf		Mac

		239846		2.796944		9/30/98		phone number		Win

		240249		53.031944				single		Win

		240967		118.2		10/3/98		single		Unix variant (not Mac)

		241195		0.309722		10/3/98		phone number		Unknown

		241395		28.591667		10/4/98		leaf		Unknown

		242716		19.993611		10/7/98		leaf		Unknown

		244904		1.728889		10/14/98		leaf		Win

		245076		4.638611				core		Unknown

		246444		312.1425				phone number		Unknown

		248104		42.286111		10/21/98		leaf		Win

		248254		45.826389		10/22/98		phone number		Unknown

		248505		1.960833		10/22/98		phone number		Win

		249651		34.516389		10/25/98		leaf		Win

		250291		2.453056		10/27/98		core		Unknown

		250452		1.367222				core		Unknown

		250845		59.6525		10/28/98		single		Mac

		251317		72.772778		10/29/98		single		Mac

		255171		12.5375		11/1/98		leaf		Win

		256130		3.9425		11/3/98		core		Unix variant (not Mac)

		256894		1.538333		11/5/98		phone number		Unknown

		259919		183.926111		11/11/98		network		Unknown

		261210		3.996111		11/14/98		leaf		Unknown

		262567		90.596111		11/17/98		single		Win

		262577		48.967222		11/17/98		network		Win

		263697		3.212778		11/19/98		single		Unknown

		264615		142.590278		11/22/98		leaf		Win

		266906		22.499167				leaf		Mac

		268034		82.761667		11/29/98		single		Win

		268818		19.461944		11/30/98		single		Win

		269151		206.962222		12/1/98		single		Mac

		269241		19.737222		12/1/98		phone number		Unknown

		269254		51.033056		12/1/98		leaf		Win

		275310		0.617222		12/8/98		leaf		Win

		275413		1.272778		12/8/98		single		Mac

		277151		33.272222		12/11/98		single		Win

		277231		1.685278		12/10/98		phone number		Win

		277916		26.693611		12/11/98		single		Unknown

		278603		10.298056		12/12/98		single		Unknown

		278853		3.13		12/12/98		leaf		Win

		279008		5.456389		12/12/98		phone number		Mac

		279670		135		12/13/98		single		Unknown

		281599		123.525833		12/15/98		single		Mac

		282001		8.558333		12/15/98		single		Win

		283039		7.382222		12/16/98		single		Win

		283217		105.548333		12/16/98		network		Mac

		283812		118.138056		12/17/98		single		Mac

		286383		78.561389		12/20/98		phone number		Mac

		290436		84.936111		12/25/98		single		Unknown

		294815		29.125833		12/31/98		single		Unix variant (not Mac)

		305636		8.413333		1/12/99		leaf		Unknown

		306105		3.888611		1/13/99		phone number		Unknown

		306304		0.305833		1/13/99		phone number		Unknown
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				Operating System		N		Hours to Resolve

								Mean		Std Dev		Sum

				Win		124		52		113		6,450

				Mac		32		47		62		1,444

				Li/unix (not Mac)		25		56		97		1,393

				Unknown		221		41		100		9,036

				Mixed		8		139		304		1,109

				Overall		410		48		109		19,431
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						N		Hours to Resolve

								Mean		Std Dev		Sum

				Core		69		58		111		4,013

				Network		45		77		132		3,447

				Leaf		66		60		133		3,957

				Single		86		52		104		4,490

				Phone Number		132		27		86		3,523

				Overall		398		49		110		19,431
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