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Optimized Partitioning for Parallel Simulation Task of Network Worms

WANG Xiao-Feng FANG Bin-Xing YUN Xiao-Chun ZHANG Hong-Li
(School of Computer Science and Technology , Harbin Institute of Technology, Harbin 150001)

Abstract  To improve the performance of parallel simulation of network worms, the simulation
task of worms should be partitioned reasonably. As there are shortcomings of the partitioning
method based on graph partitioning tools, a method for optimized partitioning for parallel simula-
tion task of network worms is developed: By treating the model for estimating the running time of
parallel simulation of network worms as optimization object function, the simulation task of
worms is partitioned by the improved simulated annealing. Experiments of Slammer worm propa-
gation simulation in PDNS show that the optimized partitioning method can improve the perform-
ance of simulation by over 20% compared to the partitioning method based on graph partitioning

tools.
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of the project is to develop an efficient and accurate simula-
tion platform for doing research on large-scale network secu-
rity incidents, such as network worms and DDoS attacks.
The project group has developed a practicable parallel net-
work simulation platform, which can be easily used to simu-
late network worms and DDoS attacks, and has established a
model for estimating the performance of parallel network
simulation.

Network simulation is an efficient method to do research

on network worms, and parallel network simulation is the

and information security, parallel processing.

key method to satisfy the requirement of large-scale network
simulation of worms. A key problem for parallel simulation
of worms is how to partition the simulation task reasonably in
order to improve the performance of worm simulation effi-
ciently. Traditional method for partitioning the simulation
task is to partition the topology for simulation based on graph
partitioning tools. As there are shortcomings of partitioning
method based on graph partitioning tools, this paper puts
forward a new method for optimized partitioning for parallel
simulation of network worms, which can improve the per-
formance of worm simulation efficiently. The work is the im-
portant part of the efforts to develop an efficient and accurate
simulation platform for doing research on large-scale network

security incidents.



