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Token-Level Collaborative Reasoning for Parallel Multi-Models
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Abstract As a core metric for large models, inference accuracy critically influences their practi-
cal performance and the user experience. Multi-model collaborative reasoning is one of the effec-
tive ways to improve inference accuracy, which is mainly divided into full-response-level collabo-
ration and token-level collaboration. Token-level collaboration has significant advantages over
full-response-level collaboration in terms of token overhead and time cost. Nevertheless, existing
token-level collaboration methods face issues, such as inadequate filtering of low-confidence token
noise and equalizing model contributions during the aggregation process. To address these chal-
lenges, this paper designs a novel token-level model parallel collaboration inference architecture—
DuetNet. This framework enhances inference accuracy by aggregating the inference consensus
from multiple models to reduce the likelihood of selecting erroneous inference paths. Specifically,
in each reasoning step, DuetNet first applies a joint truncation strategy to mitigate the introduc-
tion of low-confidence token noise. Subsequently, during the aggregation process, it calculates

the cumulative logit scores of each candidate token by aggregating the logit value vectors, thereby
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reducing confidence loss. Finally, the next token is selected using a Top-T stochastic sampling

algorithm. Experimental results indicate that multi-model parallel collaboration under the Duet-

Net framework outperforms existing methods in terms of inference accuracy. In the dual-model

parallel collaboration scenarios DuetNet improved average inference accuracy by 1.88% to

38.50% compared to other methods, while the number of tokens requiring alignment during in-

ference was reduced by over 80%. In both tri-model and quad-model parallel collaboration scenar-

ios, DuetNet demonstrates consistent inference accuracy improvements, achieving performance

gains of 1. 21% to 40. 34% over comparative methods.
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4.1 XWEE

W1 FiR A SCE B R BCT PR TIF IR KRGS
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G q1&.q2 M-I RE 7 ) LA AL g1 1 g2 1Y
S 24 B BE R 50. 9 Y0 A 9. 094, HEAYIE 2508 .

R3 BAEINEEABECD

il SimpleMath C-Eval  BoolQ MMLU 4
ql 50 52 78 44 56
q2 72 70 82 86 77.5
g4 96 52 84 52 71.5
L3 14 48 66 52 45

T 58 55.5 77.5 58.5 62.5

x4 AEAHBKRESTHHEEEBRED
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M4 C-Eval BoolQ MMLU -1
Math
q18.q2 88 78 84 88  84.54(50.9, 9.0)
ql&.g4 66 50 76 58  62.5(11.6, —12.6)
q1&.L3 74 52 76 62  66.04(17.9, 46.7)
q28.g4 86 72 84 88  82.54(6.5, 15.4)
q2&.L3 92 70 84 88  83.54(7.7, 85.6)
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q2&gd  77.5  84.0 83.5 82.0  54.0 82.5
q2&L3 77.5  78.0 80.5 79.5  51.0 83.5
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Background

As a core metric for large models, inference accuracy
critically influences their practical performance and the user
experience. Current approaches to optimize inference accura-
cy are mainly divided into scaling up model size or quality,
exploring the internal thinking mode of the large model, and
developing multi-model collaboration strategies. Multi-model
collaboration enhances inference accuracy by integrating mul-
tiple existing models, with significantly lower costs than the
other two approaches. Consequently, this strategy has re-
ceived widespread attention in recent years.

Existing multi-model collaborative reasoning methods
are divided into full-response-level collaboration and token-
level collaboration. Token-level collaboration has significant
advantages over full-response-level collaboration in terms of
token overhead and time cost. However, existing token-level
collaboration methods face challenges such as insufficient fil-
tering of low-confidence token noise and equalization of model
contributions during the aggregation process. Therefore, de-
signing an efficient token-level collaboration method to im-
prove inference accuracy remains a key research challenge.
Meanwhile, given the rapid development of the open-source
large model ecosystem, private model deployment has gradu-
ally become a trend. However, locally deployed large models
face performance bottlenecks and creating a need for accuracy
improvement. Inspired by multi-model collaboration and the
Internet’s 'connectivity as a service' paradigm, interconnec-

ted models can cooperatively enhance reasoning accuracy.
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Thus, developing efficient token-level collaboration methods
for systems with numerous interconnected models has impor-
tant theoretical and practical value.

To solve the above problems, this paper presents a to-
ken-level multi-model parallel collaboration reasoning frame-
work, namely DuetNet. In DuetNet, interconnected large
language models collaboratively accomplish tasks through to-
ken-level coordination. The architecture improves inference
accuracy through incremental aggregation of multi-model
consensus. Specifically, during each inference step. DuetNet
first employs a joint truncation strategy to minimize the in-
troduction of low-confidence noise. Subsequently, during the
aggregation phase, it calculates the cumulative logit scores of
each candidate token by aggregating the logit value vectors,
thereby mitigating confidence loss. Finally, the next token is
selected using a Top-T stochastic sampling algorithm.

Experimental results show that DuetNet effectively im-
proves the inference accuracy and reduces the user’s uncer-
tainty about model performance. Specifically, tests conduc-
ted on four inference datasets demonstrate that the model
parallel collaborative reasoning under the DuetNet framework
outperforms existing methods in terms of accuracy while in-
curring lower aggregation overhead. Within the DuetNet
framework, the average inference accuracy of multi-model
parallel collaboration exceeds that of single models by more
than 21. 44 %, with the generation latency for individual To-

kens increasing by only approximately 2 ms.



