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摘 要 语音翻译作为促进全球信息交流与消除语言障碍的关键技术,在国际会议、在线教育等多元场景中应用

日益广泛。大语言模型凭借其强大的文本理解与生成能力,为语音翻译领域带来了新的突破契机。其中,思维链

技术通过引导大语言模型先生成源语言转录再进行翻译,虽提升了性能,但也易导致模型过度依赖中间文本、忽略

原始语音输入,从而可能放大转录缺陷,影响最终翻译的准确性与鲁棒性。为此,本文提出一种面向语音翻译的鲁

棒思维链方法。该方法在训练阶段,一方面按预设概率对思维链中的部分词元进行随机掩码,以此迫使模型减少

对转录文本的绝对依赖,更多地从原始语音信号及不完整的文本线索中学习推理,提升其对不完整思维链的适应

与纠错能力;另一方面则引入一种正则化机制,旨在约束模型在拥有完整思维链与面对不完整思维链两种情况下

对目标译文的预测分布,力求使其保持一致,从而缓解模型在拥有完整思维链时可能发生的过度依赖问题,进而全

面增强翻译的准确性与鲁棒性。在CoVoST
 

2数据集六个主要翻译方向上的系统性实验评估表明,本文所提出的

方法相较于不使用思维链的基线系统,平均BLEU得分提升高达2.78分;相较于标准的思维链方法,亦能取得

0.92
 

BLEU分的性能增益。此外,在不同参数规模的Qwen2.5系列模型上的验证结果充分证明了该方法的有效

性、通用性与良好的可扩展潜力。
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Abstract 
 

Speech
 

Translation
 

(ST),
 

as
 

a
 

key
 

technology
 

for
 

promoting
 

global
 

information
 

ex-
change

 

and
 

eliminating
 

language
 

barriers,
 

sees
 

increasingly
 

widespread
 

application
 

in
 

diverse
 

sce-
narios

 

such
 

as
 

international
 

conferences
 

and
 

online
 

education.
 

Its
 

utility
 

is
 

further
 

amplified
 

in
 

real-time
 

communication
 

platforms,
 

cross-cultural
 

healthcare
 

delivery,
 

and
 

global
 

business
 

nego-
tiations,

 

where
 

accurate
 

and
 

swift
 

translation
 

of
 

spoken
 

content
 

is
 

crucial.
 

Large
 

Language
 

Mod-
els

 

(LLMs),
 

with
 

their
 

powerful
 

text
 

understanding
 

and
 

generation
 

capabilities,
 

have
 

created
 

new
 

opportunities
 

for
 

breakthroughs
 

in
 

the
 

ST
 

field.
 

These
 

models,
 

trained
 

on
 

vast
 

and
 

diverse
 

textual
 

corpora,
 

exhibit
 

emergent
 

abilities
 

like
 

contextual
 

reasoning,
 

which
 

are
 

highly
 

beneficial
 

for
 

complex
 

language
 

tasks.
 

Within
 

this
 

context,
 

Chain-of-Thought
 

(CoT)
 

techniques,
 

by
 

guid-
ing

 

LLMs
 

to
 

first
 

generate
 

source
 

language
 

transcriptions
 

before
 

translation,
 

have
 

improved
 

per-



formance
 

but
 

also
 

tend
 

to
 

cause
 

models
 

to
 

over-rely
 

on
 

intermediate
 

text
 

and
 

neglect
 

original
 

speech
 

input.
 

This
 

reliance
 

creates
 

a
 

fragile
 

pipeline
 

where
 

the
 

model’s
 

performance
 

becomes
 

heavily
 

dependent
 

on
 

the
 

quality
 

of
 

the
 

initial
 

transcription
 

step.
 

This
 

can
 

amplify
 

transcription
 

defects
 

and
 

consequently
 

affect
 

the
 

accuracy
 

and
 

robustness
 

of
 

the
 

final
 

translation.
 

Errors
 

such
 

as
 

homophone
 

confusion,
 

out-of-vocabulary
 

words,
 

or
 

speaker
 

accent
 

variations
 

in
 

the
 

transcrip-
tion

 

phase
 

are
 

often
 

directly
 

propagated
 

to
 

the
 

translation
 

output,
 

leading
 

to
 

undesirable
 

results.
 

To
 

address
 

this
 

challenge,
 

this
 

paper
 

proposes
 

a
 

Robust
 

Chain-of-Thought
 

(Robust
 

CoT)
 

method
 

for
 

speech
 

translation.
 

The
 

core
 

philosophy
 

of
 

this
 

method
 

is
 

to
 

train
 

the
 

model
 

to
 

treat
 

the
 

CoT
 

as
 

a
 

helpful
 

but
 

fallible
 

reasoning
 

aid
 

rather
 

than
 

an
 

absolute
 

ground
 

truth.
 

During
 

the
 

training
 

phase,
 

this
 

method,
 

on
 

one
 

hand,
 

randomly
 

masks
 

parts
 

of
 

the
 

tokens
 

in
 

the
 

CoT
 

sequence
 

with
 

a
 

predefined
 

probability,
 

compelling
 

the
 

model
 

to
 

reduce
 

its
 

absolute
 

dependence
 

on
 

transcribed
 

text
 

and
 

learn
 

to
 

infer
 

more
 

from
 

the
 

original
 

speech
 

signal
 

and
 

incomplete
 

textual
 

cues,
 

thereby
 

enhancing
 

its
 

adaptability
 

and
 

error-correction
 

capabilities
 

for
 

imperfect
 

CoTs.
 

This
 

masking
 

strategy
 

effectively
 

simulates
 

various
 

transcription
 

error
 

scenarios
 

during
 

training,
 

fostering
 

a
 

more
 

robust
 

model.
 

On
 

the
 

other
 

hand,
 

it
 

introduces
 

a
 

regularization
 

mechanism
 

designed
 

to
 

con-
strain

 

the
 

model’s
 

predictive
 

distributions
 

for
 

target
 

translations
 

to
 

be
 

consistent
 

under
 

conditions
 

of
 

both
 

complete
 

and
 

incomplete
 

CoTs.
 

This
 

aims
 

to
 

alleviate
 

the
 

over-reliance
 

issue
 

that
 

can
 

oc-
cur

 

even
 

when
 

a
 

complete
 

CoT
 

is
 

available,
 

thus
 

comprehensively
 

enhancing
 

translation
 

accuracy
 

and
 

robustness.
 

The
 

joint
 

effect
 

of
 

these
 

two
 

components
 

ensures
 

that
 

the
 

model
 

leverages
 

the
 

CoT
 

when
 

it
 

is
 

accurate
 

but
 

can
 

seamlessly
 

fall
 

back
 

to
 

the
 

acoustic
 

signal
 

when
 

the
 

CoT
 

is
 

unreli-
able.

 

Systematic
 

experimental
 

evaluations
 

on
 

six
 

major
 

translation
 

directions
 

of
 

the
 

CoVoST
 

2
 

dataset
 

show
 

that
 

the
 

proposed
 

method
 

achieves
 

a
 

significant
 

average
 

BLEU
 

score
 

improvement
 

of
 

up
 

to
 

2.78
 

points
 

compared
 

to
 

a
 

baseline
 

system
 

without
 

CoT,
 

and
 

also
 

yields
 

a
 

performance
 

gain
 

of
 

0.92
 

BLEU
 

points
 

over
 

the
 

standard
 

CoT
 

approach.
 

Furthermore,
 

validation
 

results
 

on
 

Qwen2.5
 

series
 

models
 

of
 

varying
 

parameter
 

scales
 

fully
 

demonstrate
 

the
 

effectiveness,
 

generality,
 

and
 

strong
 

scalability
 

potential
 

of
 

this
 

method.
 

Additional
 

analyses
 

reveal
 

that
 

the
 

model
 

exhibits
 

a
 

marked
 

improvement
 

in
 

handling
 

utterances
 

with
 

high
 

word
 

error
 

rates
 

in
 

the
 

intermediate
 

tran-
scription.
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ro-
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1 引 言

语音翻译(Speech
 

Translation,ST)旨在将一种

语言的语音转换为另一种语言的文本,从而消除不

同语言人群之间的沟通障碍,对于促进文化交流与

知识传播具有重要意义。近年来,随着全球化进程

的加快,无论是国际会议、在线教育、跨国贸易,还是

日常的跨文化沟通,对跨语言交流的需求日益增长,
语音翻译技术应运而生,并在这些场景中发挥了重

要作用。传统语音翻译系统多采用级联架构[1-6],先
由自动语音识别(Automatic

 

Speech
 

Recognition,

ASR)模型将语音转录为源语言文本,再通过机器翻

译(Machine
 

Translation,MT)模型[7-9]将该文本翻

译为目标语言。然而,级联系统不仅存在错误累积

(即语音识别的错误会直接传递并影响后续的机器

翻译模块)和处理延迟较高等固有缺陷,还面临着各

模块单独优化导致目标不一致、信息在模块传递间

可能损失以及系统调试部署复杂等问题。针对这些

挑战,端到端(End-to-End)语音翻译模型逐渐成为

主流[10-20]。这类模型通常采用基于Transformer的

编码器-解码器结构[21],其中编码器负责对源语音

信号进行表征学习,解码器则基于编码后的源语音

表示直接生成目标语言文本。这种端到端联合优化

的方式有效避免了级联系统中的错误叠加,简化了

训练流程,并在翻译质量和响应速度上已可媲美甚
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至超越传统级联系统[22-25]。
随着ChatGPT等大语言模型(Large

 

Language
 

Model,LLM)的出现和快速发展,采用仅解码器

(Decoder-Only)结构的LLM 逐渐成为自然语言处

理领域的主流架构,展现出强大的语言理解、生成和

推理能力。例如,已有研究表明,ChatGPT在机器

翻译任务中的表现已超越传统的谷歌翻译、百度翻

译等专用系统[26],其不仅在翻译的忠实度和流畅度

上表现出色,产生的翻译结果也更加符合人类的语

言习惯和偏好,这得益于LLM 强大的上下文理解

及自然语言生成能力。在此背景下,如何有效地将

大语言模型的能力迁移并应用于构建高质量的语音

翻译模型,吸引了众多研究者的关注[27-30]。为了使

大语言模型支持语音这种非文本模态的输入,常见

的方法是:首先利用预训练的语音编码器(如 Whis-
per[31]、Wav2Vec

 

2.0[32]等强大的声学模型)提取语

音特征,然后通过线性层或 Q-Former[33]等接口模

块将语音特征映射到大语言模型的输入空间,最后

由大语言模型以自回归(Autoregressive)的方式生

成目标语言文本。尽管此类方法在部分高资源翻译

方向上的表现已优于传统语音翻译模型,但在数据

资源受限的场景下,尤其对于训练语料稀疏的语种,
这些模型的翻译质量仍不尽理想,存在显著的提升

空间。
为进一步提升大语言模型在语音翻译任务中的

表现,特别是在低资源场景下的性能,近期有研究借

鉴了LLM在复杂文本任务上的成功经验,提出将

“思维链”(Chain
 

of
 

Thoughts,CoT)引入语音翻译

流程[34-35]。其核心思想是引导大语言模型在接收语

音输入后,首先自回归生成中间步骤———源语言文

本(即对输入语音的转录),再进一步基于原始语音

和生成的源语言文本共同生成目标语言文本。这种

将语音到目标文本的直接翻译任务显式地解耦为语

音到源文本和“语音+源文本”到目标文本两个阶段

的方式,使得模型在翻译目标语言时可以参考更易

于LLM理解和处理的中间文本表示,从而在多个

基准上显著提升了翻译质量。然而,现有方法普遍

忽视了一个潜在的关键问题:这种建模方式可能导

致模型在生成最终翻译时过度依赖中间生成的源语

言文本,而相应地减弱了对原始语音输入的直接感

知和利用,从而可能重新引入类似于级联系统中的

错误传播问题:若中间生成的源语言文本因语音识

别不准或表达不自然而存在缺陷(例如,漏词、错词、
重复等),这些缺陷会被直接传递到后续的翻译步

骤,甚至可能被放大,最终影响翻译的准确性。如图

1所示,这一问题在处理同音或近音词时尤为突出。
例如,对于语音输入“It’s

 

a
 

new
 

plan”,传统的思维

链方法在第一步的语音转录中,可能由于声学相似

性而错误地将其识别为“It’s
 

a
 

new
 

plane”。在第二

步的翻译阶段,模型由于过度依赖这个存在错误的

中间文本,进而会将其误译为“这是一架新飞机”,如
图1(a)所示。理想的鲁棒模型则应能结合原始语

音信息和上下文,即便在中间转录不完美的情况下,
也能推断出正确的语义,并给出如图1(b)所示的正

确翻译“这是一个新计划”。为此,本文提出一种面

向 语 音 翻 译 的 鲁 棒 思 维 链 (Robust
 

Chain-of-
Thoughts)方法。该方法充分利用思维链所带来的

翻译质量提升的同时,着力缓解模型对中间源语言

文本的过度依赖,并显著增强模型在面对不完美或

不完整思维链时的鲁棒性。具体而言,在训练阶段,
本文按一定概率对思维链中的部分词元(token)进
行随机掩码,并要求模型在部分思维链信息缺失

的条件下依然能够生成高质量的翻译结果,以此

迫使模型减少对转录文本的绝对依赖,转而更多

地从原始语音信号及不完整的文本线索中学习和

推理,提升其对不完整思维链的适应与纠错能力。
进一步地,本文在训练时引入一种正则化机制,其
目标是约束模型在拥有完整思维链与面对不完整

思维链两种条件下对目标译文的预测分布,力求

使其保持一致性,从而缓解模型在拥有完整思维

链时对思维链的过度依赖,从而提高翻译的准确

性与鲁棒性。

图1 基于鲁棒思维链的语音翻译示意图

为验证本文所提出方法的有效性,在广泛使用

的CoVoST
 

2数据集的6个主要翻译方向上进行了

系统性的实验评估。实验结果清晰表明,本文所提

出的鲁棒思维链方法显著提升了基于大语言模型的
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语音翻译质量:相较于不使用思维链的直接翻译基

线系统,本方法带来的平均BLEU 得分提升高达

2.78分;相较于标准的、未经鲁棒优化的思维链方

法,本方法亦能取得平均0.92
 

BLEU 分的性能增

益。进一步地,本文在Qwen2.5系列的不同参数规

模模型(包括0.5B、1.5B、3B、7B)上均对所提方法

进行了验证,实验结果充分体现了该方法在不同参

数规模下的有效性、通用性与良好的可扩展性,表明

其并非特定于某一模型大小,具有向更大规模模型

迁移应用的潜力。
整体上,本文的贡献主要体现在以下三方面:
(1)本文首先提出了一套基于大语言模型的高

效语音翻译建模方案,该方案通过对语音特征的长

度适配以及训练阶段的低秩适配,在显著降低训练

成本的同时,实现了良好的基础翻译性能。
(2)本文采用思维链策略增强语音翻译,并提出了

一种鲁棒思维链的训练策略,缓解模型对思维链的过

度依赖,最终显著提高语音翻译的准确性与鲁棒性。
(3)本文通过全面的实验和分析,不仅验证了所

提方法相较于基准模型及常规思维链方法的优越

性,也证实了其在不同模型规模、不同语言和不同数

据量下的通用性与有效性,并在此基础上对未来研

究方向进行了展望。

2 相关工作

端到端语音翻译[36-37]能够直接将源语言语音信

号转换到目标语言文本,相较于传统级联系统,在减

少错误累积和降低延迟方面展现出了显著优势。然

而,语音翻译领域面临的一大核心挑战,在于高质量

平行数据的严重匮乏,这在很大程度上限制了相关

技术的进步与应用,在方言等低资源场景下尤为突

出[38]。在此背景下,借鉴并利用机器翻译领域的资

源与成果,成为了应对这一挑战的重要策略。相较

于语音翻译,文本翻译任务拥有更为海量且易于获

取的平行语料资源,这为语音翻译模型的训练提供

了宝贵的间接数据支持。为充分利用机器翻译数

据,研究者们提出多种技术策略:
(1)预训练(Pre-training)[39-42]:首先利用大规

模文本翻译数据对模型的部分参数进行预训练,使
其首先掌握文本翻译能力,随后在小规模语音翻译

数据上进行微调以获得语音翻译能力;
(2)多任务学习(Multi-task

 

Learning)[17,20,43-44]:
通过让模型同时训练语音翻译、机器翻译及语音识

别等多个相关任务,并共享部分模型参数,以期实现

跨任务的知识迁移和性能增益;
(3)知识蒸馏(Knowledge

 

Distillation)[45-47]:将
文本翻译模型作为教师模型,利用其产生的译文或

软标签来指导语音翻译学生模型的训练,从而进行

有效的知识迁移;
(4)数据增强(Data

 

Augmentation)[48-51]:通过

数据合成来扩充训练数据,例如,利用语音合成模型

将文本翻译数据的源文本合成为语音,以此构造语

音翻译的伪平行数据,从而扩充训练数据规模。
尽管上述方法在一定程度上缓解了数据问题,

但语音与文本之间固有的“模态鸿沟”(Modality
 

Gap)仍是充分利用机器翻译数据的主要障碍。为

跨越这一鸿沟,研究者们探索了多种途径,例如将语

音和文本特征投影到共享语义空间[17],混合不同模

态的特征以促使其学习相似的表示[24,52],运用对比

学习拉近句子级别的跨模态表征[53-54],设计能够进

行语音文本联合预训练的模型架构[41,55-58],通过生

成对抗训练来进行跨模态软对齐[59]等方法。此外,

Deng等人[60]提出引入语义解码器来生成与文本特

征在分布和长度上更一致的语音特征。更进一步

地,Zhu等人[61]探索了视觉-音频-文本多模态联合

预训练方法,通过统一的掩码预测任务学习跨模态

的通用表征,以弥合不同模态间的隔阂。
随着以 ChatGPT为代表的大语言模型的崛

起,基于LLM的语音翻译展现出超越传统序列到

序列模型的潜力。为充分发掘LLM 在语音翻译

中的能力,研究者们探索了多种技术方案。例如,

Zhang等 人[62]利 用 前 馈 神 经 网 络(Feed-Forward
 

Network,简 称 FFN)层 连 接 预 训 练 语 音 模 型

Wav2vec
 

2.0与LLM,相比传统语音翻译模型达

到了更好的性能。为解决语音与文本序列长度不

匹配 的 问 题,Wu等 人[27]采 用 了 连 接 时 序 分 类

(Connectionist
 

Temporal
 

Classification,简称 CTC)
对输入语音特征序列进行压缩,Wang等人[28]通过

随机丢弃大部分语音帧(如75%)来实现长度压

缩,Yu等人[33]使用窗级别 Q-Former结构进行语

音特征的压缩与对齐。Huang等人[63]运用多任务

学习策略,结合语音翻译、机器翻译、语音识别、标
点恢复以及文本平滑等任务进行联合优化,以构

建工业级性能的语音翻译系统。Chen等人[64]探

索了双LoRA(Low-Rank
 

Adaptation)优化、多语言

增强训练等训练技术。Du等人[34]和 Hu等人[35]

提出在语音翻译过程中融入思维链机制,通过依
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次生成源语言文本和目标语言文本来提升最终的

翻译性能。Lam等人[65]系统性地探究了特征拼

接和跨注意力机制在语音大模型中的表现差异。

Liu等人[66]和Zhang等人[67]通过在大语言模型

内部进行语音文本跨模态对齐来提高语音翻译

的性能。

3 方 法

3.1 任务定义

  语音翻译是指将源语言的语音转换为目标语言

的文本,其数据集通常采用三元组形式表示,记作

=(S,X,Y),其中S=(s1,…,s|S|)表示源语言

语音,X =(x1,…,x|X|)表示对应的源语言文本,

Y=(y1,…,y|Y|)表示目标语言文本。

3.2 模型结构

  本节将介绍本文所采用的模型结构。具体而

言,整 个 模 型 主 要 由 三 部 分 组 成:语 音 编 码 器

(Speech
 

Encoder)、语音适配器(Speech
 

Adaptor)以
及大语言模型,如图2所示。其中,语音编码器用于

提取源语言语音的语义特征,语音适配器则负责对

其进行长度压缩与特征映射,以转换为适配大语言

模型输入的表示形式。最终,大语言模型根据转换

后的表示生成对应的目标语言文本。

图2 模型结构与训练方法示意图

3.2.1 语音编码器

本文采用 Whisper-large-v3[31]的编码器作为语

音编码器。Whisper是一个在大规模多语言音频数

据上训练得到的通用语音识别模型,其编码器具备

强大的语义建模能力,能够有效捕捉语音中的语言

信息与上下文特征。

Whisper编码器整体结构由两部分组成:首先,
源语言语音的对数梅尔频谱图(Log-Mel

 

Spectro-
gram)经过两个一维卷积层进行初步特征提取与时

间维度下采样;随后,得到的中间表示输入至若干

Transformer编码器块中,进一步建模上下文表示。
通过上述编码器的处理,输入语音最终被映射为一

组高层次的语音特征表示,记为

H= h1,…,hT  。
其中,hi∈ d 表示第i帧的语音特征向量,T 为时

间维度上的帧数,d 为特征维度。

3.2.2 语音适配器

语音适配器的作用是将语音编码器输出的特征

H 转换为适配大语言模型输入的形式。具体而言,
语音适配器包括两步处理:长度适配与特征适配。

在长度适配阶段,考虑到语音序列的时间维度

远长于对应的文本序列,直接输入到大语言模型将

带来较大的计算开销,且影响建模效果。例如,1秒

钟的语音经过 Whisper编码后产生50个特征帧,而
对应的文本通常仅包含3~5个词。为此,本文采用

下采样策略,将每k 个连续的特征帧在特征维度上

进行拼接,从而实现k 倍的下采样。定义处理后的

特征序列为H'= h'1,…,h'[T/k]  ,其中每个新的特

征h'i 由k个连续帧拼接而成:

h'i= hk×(i-1)+1 􀱇hk×(i-1)+2 􀱇 … 􀱇hk×i  。
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  在特征适配阶段,本文采用两层前馈神经网络

将下采样后的特征表示映射到大语言模型的输入嵌

入空间,具体计算如下:

S=LinearReLU LinearH'      。
其中,Linear表示线性变换层,ReLU表示线性整流

激活函数,S 为语音适配器最终输出的特征序列,
作为大语言模型的输入。

3.2.3 大语言模型

本文采用Qwen2.5系列的大语言模型[68]作为

语音翻译的生成模块。Qwen2.5是一种基于仅解

码器架构的自回归语言模型,由堆叠的Transformer
解码器块组成。其核心结构包括因果自注意力机制

(Causal
 

Self-Attention)、前馈神经网络、旋转位置

编码(Rotary
 

Positional
 

Embedding,简称RoPE)和
残差连接(Residual

 

Connection)等。与双向注意力

不同,因果自注意力在每个位置上仅关注该位置及

其之前的token,从而符合自回归语言建模的假设。

Qwen2.5模型在大规模多语言文本数据上进行了

预训练,具备强大的上下文建模能力和跨语言迁移

能力,在纯文本机器翻译任务中表现优异。
为了将Qwen2.5应用于语音翻译任务,本文将

提示 词 (Prompt)P 的 嵌 入 (Embedding)表 示
 

Emb(P)与语音适配器输出的特征序列S 在时间

维度上拼接作为输入:

Z= Emb(P);S  。
其中,Emb(P)表示通过嵌入层获得的提示词向量

序列,[·;·]表示在时间维度上的拼接操作。对于

语音翻译任务,提示词 P ="Please
 

translate
 

the
 

{src_lang}
 

speech
 

into
 

{tgt_lang}
 

text."。其中,

src_lang 和tgt_lang 分别代表源语言和目标语言。
基于上述输入,模型通过自回归方式逐token

生成目标语言文本Y=(y1,y2,…,y|Y|),其训练目

标为最小化负对数似然损失函数,形式如下:

st=-∑
|Y|

i=1
logP yi|Y<i,Z  。

3.3 鲁棒思维链增强

  为了进一步提升语音翻译的质量,本文在翻译

过程中引入思维链(Chain-of-Thoughts)机制,引导

模型在生成目标语言文本之前,先从源语音中生成

对应的源语言文本。该机制通过显式建模中间转录

结果,将转录与翻译过程解耦,使模型在生成译文时

能够参考源语言文本,从而降低直接从语音生成目

标语言文本的难度。与此同时,该方法仍保持端到

端的训练流程,允许模型在翻译阶段同时利用原始

语音信息与源语言文本。在该思维链建模策略下,
本文对输入提示词P 进行如下设置:P ="Please

 

first
 

transcribe
 

the
 

{src_lang}
 

speech
 

into
 

text,
 

and
 

translate
 

it
 

into
 

{tgt_lang}."
在该设置下,模型的目标输出序列可表示为

 

Ycot,其形式为

Ycot=<src>X <tgt>Y。
其中,<src>和<tgt>分别为源语言文本 X 与目

标语言文本Y 的起始标识符,模型采用自回归方式

生成Ycot,训练目标如下:

cot=-∑
|Ycot|

i=1
logP ycot

i |Ycot
<i,Z  。

  尽管思维链的建模方式通常能够显著提升翻译

质量,但由于自回归生成的特性,模型在生成目标语

言文本时可能过于依赖中间生成的源语言文本,从
而忽略了原始语音信息。考虑到中间的源语言文本

可能存在错误,这种建模方式易引发类似级联系统

中的“错误传播”问题,即模型基于错误的源语言文

本生成了不准确的目标语言翻译。为此,本文提出

一种用于提升思维链鲁棒性的训练策略,旨在增强

模型在面对存在错误的中间源语言文本时,仍能生

成准确目标语言翻译的能力。
具体而言,在训练阶段,本文以一定的概率α对

思维链部分的文本Ycot进行随机掩码操作。该操作

形式化表示如下:

Ŷcot= (Ycot)= ŷcot
1 ,…,ŷcot

|Ycot|  。
其中,

ŷcot
i =

0, if
 

p<α
ycot

i ,otherwise 。

p 是从均匀分布U(0,1)中采样的随机变量。此

外,为了增强模型对输入语音的鲁棒性,本文还在语

音特征S 上进行了随机掩码。具体地,对语音特征

应用掩码操作得到:

Ŝ= S  。
模型的最终输入表示为

Ẑ= Emb(P);Ŝ  。
此时,模型需要基于掩码后的语音特征和思维链,按
照思维链的方式依次生成源语言文本和目标语言文

本,训练目标如下:

maskcot=-∑
|Ycot|

i=1
logP ycot

i |Ŷcot
<i,Ẑ  。

  通过该训练策略,模型在面对不完整的思维链

时仍需生成完整的目标译文,从而避免在训练过程
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中对源语言文本的过度依赖,增强其对源语言语音

和文本的联合建模能力。因此,在推理阶段,即便思

维链中存在错误,模型仍将具备一定的鲁棒性。
由于模型在解码阶段生成的思维链不再进行随

机掩码,若仅优化 maskcot,将导致训练与推理阶段

存在分布不一致的问题。为缓解该问题,本文在训

练阶段联合优化 maskcot 与 cot,即模型需在完整与

不完整思维链条件下均能生成正确的译文。同时,
为防止模型在优化 cot 时过度依赖完整思维链,本
文引入

 

KL
 

散度(Kullback-Leibler
 

Divergence)进
行约束,使两种条件下的预测分布保持一致性,其优

化目标为

KL= -∑
|Ycot|

i=1
KLPycoti |Ycot<i,Z  ‖Pycoti

 |Ycot<i
︵,Ẑ    。

  最终,模型的优化目标如下:

final= cot+ maskcot+ KL。

  上述训练方法如图2所示。

3.4 模型训练

  本文的模型训练采用单阶段策略。在训练过程

中,语音编码器参数保持冻结,以保留 Whisper模

型的预训练表示能力,避免微调过程中其泛化能力

的丢失。语音适配器的全部参数参与训练。
对于大语言模型部分,为提高模型训练效率,本

文在模型的 FFN 模块中引入 LoRA(Low-Rank
 

Adaptation)进行高效模型微调。具体而言,LoRA
应用于FFN的gate_proj、up_proj与down_proj三

个线性层中,训练过程中仅优化新增的低秩参数,保
持大语言模型的主体参数冻结,从而显著降低训练

开销。

4 实 验

4.1 数据集

  本文采用CoVoST
 

2数据集[69]进行实验。Co-
VoST

 

2是一个大规模多语言语音翻译语料库,涵
盖了21种语言翻译至英语以及英语翻译至15种语

言的数据。遵循Chen等人[64]的实验设置,本文选

取了从法语(Fr)、德语(De)、西班牙语(Es)、意大利

语(It)、中文(Zh)及日语(Ja)翻译至英语的六个语

向。表1展示了这六个语向在训练集、开发集和测

试集上的数据统计。在训练阶段,本文将这六个语

向的数据合并进行统一的多语言模型训练。最终,
模型性能在上述六个语向各自的测试集上进行评

估。在所有实验中,源语言语音均从48kHz下采样

至16kHz作为模型输入。

  表1 CoVoST
 

2六个语向的数据统计 (单位:小时)
语向(X→En) 训练集 开发集 测试集

法语(Fr) 180 22 23
德语(De) 119 21 22

西班牙语(Es) 97 22 23
意大利语(It) 28 14 15
中文(Zh) 10 8 8
日语(Ja) 1 1 1

此外,本文还在常用的语音翻译基准数据集

MuST-C[70]的英语到德语(En→De)方向上进行了

补充实验。该实验的模型在 MuST-C
 

En→De的训

练集上进行训练,其包含约408小时语音翻译数据,
并在tst-COMMON测试集上进行评估。

4.2 模型配置

  本文采用 Whisper-large-v3的编码器作为语音

编码器,语音适配器首先进行k=5倍下采样,然后

经过中间维度为2048的2层FFN进行特征变换。
对于大语言模型部分,本文采用Qwen2.5系列模型

作为大语言模型,包含 Qwen2.5-0.5B/1.5B/3B/

7B-Instruct四个不同尺寸的模型。

4.3 模型训练

  在训练阶段,语音编码器的参数均予以冻结,而
语音适配器中FFN的参数则进行训练。对于大语

言模型,本文为所有FFN模块中的三个线性层添加

LoRA参数,其中LoRA的秩(rank)设为512,学习

率缩放因子设为1024,dropout率设为0.05。优化

器选用AdamW[71],其中β1=0.9,β2=0.999。训练

的批处理大小(batch
 

size)为32,模型在CoVoST
 

2
六个语向合并的训练数据上训练1个轮次(epoch)。
学习率在前3%的训练步数内从0线性预热(warm-
up)至10-4,随后采用余弦退火(cosine

 

annealing)
策略进行衰减。对于训练中引入的随机掩码操作,
掩码概率设为α=0.2,KL散度的权重系数设为λ=
1.0。所有模型的训练均在配备4块NVIDIA

 

H800
 

GPU的服务器上完成。

4.4 模型评估

  在评估阶段,模型采用束搜索(beam
 

search)进
行解码,束宽(beam

 

size)设置为5。翻译性能的主

要评估指标为BLEU(Bilingual
 

Evaluation
 

Under-
study)[72]。该指标通过比较机器翻译输出与人工

参考翻译在n-gram 层面的重叠度,并结合对输出

长度的惩罚机制,来评价翻译质量。具体的BLEU
分数由SacreBLEU工具包[73]计算得出。
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4.5 基线系统

  为全面评估本文所提出模型的性能,本文选取

了语音翻译领域多个具有代表性的模型作为基线系

统。这些模型涵盖了不同的架构和技术方案,其简

要介绍如下:
(1)SpeechLLaMA[27]:SpeechLLaMA 首先采

用一个基于CTC的压缩模块对声学特征进行初步

处理,随后通过音频编码器提取深层语音表征。语

音表征与文本提示的嵌入向量拼接后输入大语言模

型,从而生成目标语言文本。
(2)Whisper[31]:Whisper系列模型是由 OpenAI

开发的端到端语音识别与翻译模型。该系列模型在

包含约68万小时的多语言、多任务语音数据集上进

行训练,取得了优异的语音识别与翻译性能。本文选

取了该系列中的 Whisper-large-v2和 Whisper-large-
v3模型作为基线系统。

(3)Qwen2-Audio[74]:Qwen2-Audio是由阿里

巴巴通义千问团队推出的一个通用音频理解大模

型。该模型基于Qwen-7B语言模型进行构建,能够

接受各种音频信号输入,并根据指令执行音频分析

或直接响应文本。
(4)SeamlessM4T[75]:SeamlessM4T是由 Meta

 

AI推出的一个大规模多语言多模态的“一体化”翻
译模型。该模型能够利用单一模型完成包括语音到

语音、语音到文本、文本到语音以及文本到文本在内

的多种翻译与转录任务,并支持近百种语言的输入

与输出。本文选取其公开的SeamlessM4T-large-v2
模型作为基线系统。

(5)SD-ST[60]:SD-ST是一种基于语义解码器

的语音翻译模型,该模型通过生成富含语义信息的

语音特征来改善端到端的语音到文本翻译。本文选

取SD-ST和SD-ST-Large模型作为基线系统。
(6)LLaST[64]:LLaST是一个结合语音编码器

与大语言模型的语音翻译框架,针对语音翻译场景

提出了 ASR 增强训练、多语言数据增强以及双

   

LoRA优化策略。通过这些改进,LLaST在CoV-
oST

 

2等基准测试上展现了优越的性能,本文选取

LLaST-8B模型作为基线系统。
除了上述已有的基线系统外,为了验证本文所

提出方法的有效性并进行充分的比较与分析,本文

构建并评估了以下三个不同版本的模型:
(1)Ours-ST:这是本文所构建系统的基础版

本。该模型直接利用语音翻译任务进行端到端训

练,旨在建立一个初步的性能基准。
(2)Ours-CoT:在 Ours-ST模型的基础上,本

文引入了常规的思维链增强训练方法。通过引导模

型逐步生成源语言文本和目标语言文本,旨在提高

模型的翻译准确性。
(3)Ours-RobustCoT:为进一步提升模型应对

思维链中潜在错误的能力,在Ours-CoT的基础上,
本文融入了鲁棒思维链增强训练策略(如3.3节所

述)。该策略通过训练阶段添加随机掩码以及对模

型预测分布添加正则约束,旨在缓解模型过度依赖

思维链导致的错误传播问题,从而获得更可靠的翻

译结果。该模型代表了本文最终提出的优化方案。
对于 Ours-ST、Ours-CoT及 Ours-RobustCoT

模型,本文选用Qwen2.5系列不同参数规模的模型

作为基础分别构建了相应模型。在主实验中,本文

重点采用7B参数规模的版本(相应命名为 Ours-
ST-7B、Ours-CoT-7B与Ours-RobustCoT-7B)与现

有基线系统进行性能对比。此外,在后续的分析实

验中,还将对这些模型在不同参数规模下的性能表

现进行比较研究。

5 结果与分析

5.1 实验结果

  本文在CoVoST
 

2六个翻译方向(X→En)上进行

了实验,旨在将本文提出的模型与多个主流基线系统进

行语音翻译性能的综合比较。实验结果如表2所示,

  
表2 不同模型在CoVoST

 

2六个翻译方向(X→En)上的BLEU分数

模型 Fr→En De→En Es→En Zh→En Ja→En It→En 平均值

SpeechLLaMA 25.20 27.10 27.90 12.30 19.90 25.90 23.05
Whisper-large-v2 36.40 36.30 40.10 18.00 26.10 30.90 31.30
Whisper-large-v3 35.53 34.18 39.26 13.15 23.04 35.94 30.18

SeamlessM4T-large-v2 42.10 39.90 42.90 22.20 23.80 40.00 35.15
Qwen2-Audio 38.50 35.20 40.00 24.40 N/A 36.30 N/A
LLaST-8B 44.10 40.80 45.30 23.30 24.40 42.10 36.67
Ours-ST-7B 41.99 39.65 44.07 21.99 23.52 41.23 35.41
Ours-CoT-7B 42.86 40.33 44.43 27.36 26.94 41.70 37.27

Ours-RobustCoT-7B 44.21 41.48 45.46 27.81 27.11 43.08 38.19
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本文提出的Ours-RobustCoT模型在全部六个语向上

均取得了最佳性能,其平均BLEU分数为38.19,相
较于此前性能最优的LLaST-8B模型提升了1.52

 

BLEU分,初步证实了本文方法的整体有效性。
具体分析本文提出的模型系列:首先,基线模型

Ours-ST-7B所 展 现 的 性 能 已 能 与 业 界 主 流 的

SeamlessM4T-large-v2模型相媲美。值得注意的

是,Ours-ST-7B仅使用了数百小时的训练数据便达

到了此效果,这体现了基于大语言模型构建语音翻

译系统的潜力与优势。其次,在 Ours-ST-7B的基

础上引入常规思维链训练方法后,Ours-CoT-7B的

平均BLEU分数提升了1.86分,证明思维链不仅

显著增强了整体语音翻译性能,其效果在训练数据

相对匮乏的翻译方向(例如中文→英文、日语→英

文)上表现得尤为突出。更进一步,采用本文提出的

鲁棒思维链训练方法,Ours-RobustCoT-7B模型在

Ours-CoT-7B的基础上进一步实现了0.92
 

BLEU
分的提升,相较于初始基线模型 Ours-ST-7B,累计

提升高达2.78
 

BLEU分。这些结果充分展现了本

文所提出的鲁棒思维链方法在提升语音翻译质量方

面的优越性。
为进一步验证模型的有效性,本文在 MuST-C

英语→德语数据集上进行了对比实验。如表3所

   

表3 MuST-C英语→德语方向的BLEU分数

模型 BLEU
SeamlessM4T-large-v2 25.35

SD-ST 27.20
SD-ST-Large 27.90
Qwen2-Audio 30.23
Ours-ST-7B 30.59
Ours-CoT-7B 31.68

Ours-RobustCoT-7B 32.45

示,本 文 提 出 的 基 线 模 型 Ours-ST-7B 取 得 了

BLEU 分数,优于SeamlessM4T-large-v2、SD-ST、

Qwen2-Audio等多个基线模型。在引入思维链后,

Ours-CoT-7B模型性能提升至31.68。进一步引入

本文提出的鲁棒思维链训练策略后,Ours-Robust-
CoT-7B模型进一步取得了0.77

 

BLEU 分数的提

升,进一步验证了本文所提出的鲁棒思维链方法的

有效性。

5.2 不同参数规模模型的结果

  为进一步探究模型参数规模对本文所提方法性

能的影响,本文在CoVoST
 

2数据集的六个X→En
翻译方向上,对不同参数规模(0.5B、1.5B、3B及

7B)的 Ours-ST、Ours-CoT以及 Ours-RobustCoT
模型进行了一系列对比实验。详细实验结果如表4
所示。

表4 不同参数规模模型在CoVoST
 

2六个翻译方向(X→En)上的BLEU分数

模型 Fr→En De→En Es→En Zh→En Ja→En It→En 平均值

Ours-ST-0.5B 36.51
 

32.23
 

38.52
 

14.24
 

19.39
 

35.20
 

29.35
 

Ours-CoT-0.5B 38.51
 

33.62
 

40.18
 

18.61
 

16.85
 

36.11
 

30.65
 

Ours-RobustCoT-0.5B 39.17
 

34.84
 

40.39
 

18.62
 

18.96
 

36.90
 

31.48
 

Ours-ST-1.5B 39.42
 

35.47
 

41.54
 

16.96
 

20.44
 

38.17
 

32.00
 

Ours-CoT-1.5B 40.94
 

37.05
 

42.07
 

23.34
 

21.05
 

39.20
 

33.94
 

Ours-RobustCoT-1.5B 41.95
 

38.33
 

43.18
 

22.59
 

22.74
 

40.21
 

34.83
 

Ours-ST-3B 40.61
 

37.96
 

43.19
 

19.96
 

20.73
 

39.83
 

33.71
 

Ours-CoT-3B 41.83
 

38.95
 

43.62
 

25.17
 

22.69
 

41.12
 

35.56
 

Ours-RobustCoT-3B 43.22
 

40.16
 

44.46
 

25.17
 

22.95
 

41.84
 

36.30
 

Ours-ST-7B 41.99 39.65 44.07 21.99 23.52 41.23 35.41
Ours-CoT-7B 42.86 40.33 44.43 27.36 26.94 41.70 37.27

Ours-RobustCoT-7B 44.21 41.48 45.46 27.81 27.11 43.08 38.19

  整体而言,实验结果清晰地表明,对于本文提出

的三种模型变体(Ours-ST、Ours-CoT、Ours-Ro-
bustCoT),其平均BLEU分数均随着模型参数规模

的增大而稳步提升。以本文最终提出的 Ours-Ro-
bustCoT模型为例,其平均BLEU分数从0.5B参

数规 模 的31.48分 逐 步 增 长 至7B 参 数 规 模 的

38.19分,说明模型的参数规模对最终的翻译质量

起到决定性的作用。此外,在各个参数规模下,引入

常规思维链训练的Ours-CoT模型均一致地优于对

应的Ours-ST基线模型。在0.5B、1.5B、3B和7B

规模 下,分 别 带 来 了 1.30、1.94、1.85 和 1.86
 

BLEU分的提升,对于中文→英文和日语→英文方

向提升尤其明显,这证明了CoT策略在不同参数规

模下均具有普适的提升效果。更进一步,本文提出

的鲁棒思维链方法,在所有参数规模中,相比常规

CoT均带来了进一步的提升。具体而言,Ours-Ro-
bustCoT相较于Ours-CoT模型,在0.5B、1.5B、3B
和7B规模下分别带来了约0.83、0.89、0.74和

0.92
 

BLEU分的额外平均性能增益。这些结果充

分表明,本文提出的鲁棒思维链方法不仅在较大模
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型(如7B)上表现卓越,其优势同样能够推广并体现

在参数规模较小的模型上,具有良好的一致性和扩

展性。同时,实验结果也印证了增加模型参数规模

是提升基于大语言模型的语音翻译系统性能的最有

效途径之一。

5.3 不同训练目标组合下的结果

  本文的训练目标由三个核心组成部分构成:基
于完整思维链翻译的损失 cot、基于带掩码(不完

整)思维链翻译的损失 maskcot 以及一个KL散度约

束项 KL 。为深入探究各训练目标及其不同组合对

最终翻译性能的具体贡献,本文进行了一系列消融

实验,结果详见表5。
实验观察表明,以仅包含 cot 的常规思维链训

练为参照(平均BLEU分数为37.27):
(1)当在 cot基础上额外引入 maskcot(即 cot+

maskcot)时,模型平均BLEU分数出现了微弱下降,
从37.27降至37.10。本文推测,这可能是因为模

型虽然学习了依据不完整思维链进行翻译的能力,
但在面对完整思维链输入时,仍可能表现出一定程

度的过度依赖,导致整体性能未获显著提升甚至略

有回落。
(2)若仅在 cot 基础上添加 KL 损失项(即 cot

+ KL),模型性能同样呈现下降趋势,平均BLEU

分数从37.27降至36.77。此现象的原因可能在

于,此时模型未能对不完整思维链场景下的翻译提

供有效监督,因此 KL 对完整思维链预测分布施加

的约束反而可能引致模型学习方向的潜在偏差。
(3)然而,当同时引入 maskcot和 KL 的完整训练

目标时,模型性能获得了显著提升,平均BLEU分

数从37.27提升至38.19。此时,模型得以同时学

习在完整及不完整思维链条件下进行翻译的能力,
并且 KL 有效约束了两种情况下的预测分布,减轻

了模型对思维链的过度依赖,从而带来了最终性能

的明显进步。
综上所述,尽管单独引入 maskcot 或 KL 可能无

法直接提升甚至会小幅影响基于 cot 的基线性能,
但三者的结合能够有效提高翻译性能,证明了本文

所设计的训练方法的有效性。

5.4 不同随机掩码位置下的结果

  本文进一步探究了在不同输入位置施加随机掩

码对模型性能的影响。在本文提出的Ours-Robust-
CoT模型中,采用了在语音输入和思维链输出两部分

均施加随机掩码的策略,具体而言,是以α=0.2的概

率随机将部分token替换为零值。为分别评估在语音

输入和思维链输出上施加随机掩码的独立及联合作

用,本文进行了一系列消融实验,其结果详见表6。

表5 不同训练目标组合下Ours-RobustCoT-7B模型的BLEU分数

cot maskcot KL Fr→En De→En Es→En Zh→En Ja→En It→En 平均值

√ √ √ 44.21 41.48 45.46 27.81 27.11 43.08 38.19
√ × √ 43.06 40.52 44.36 25.28 25.51 41.86 36.77
√ √ × 42.53 40.16 44.49 27.62 26.48 41.29 37.10
√ × × 42.86 40.33 44.43 27.36 26.94 41.70 37.27

表6 不同随机掩码位置下Ours-RobustCoT-7B模型的BLEU分数

语音 思维链 Fr→En De→En Es→En Zh→En Ja→En It→En 平均值

√ √ 44.21 41.48 45.46 27.81 27.11 43.08 38.19
× √ 44.07

 

41.54
 

45.46
 

28.35
 

25.71
 

42.99
 

38.02
 

√ × 43.18
 

40.74
 

44.82
 

27.91
 

26.52
 

42.19
 

37.56
 

Ours-CoT-7B 42.86 40.33 44.43 27.36 26.94 41.70 37.27

  实验结果显示,以不包含掩码的 Ours-CoT-7B
模型作为基准(平均BLEU分数为37.27):

(1)当仅对语音输入施加掩码时,模型性能相较

于Ours-CoT-7B实现了平均0.29
 

BLEU的微小提

升。此增益可主要归因于模型对输入语音扰动的鲁

棒性得到了一定增强。
(2)相比之下,若仅对思维链输出施加掩码,模

型的平均BLEU分数较 Ours-CoT-7B基线则有平

均0.75
 

BLEU的显著提升。这表明在思维链上进

行掩码操作,能够有效缓解模型对所生成思维链的

过度依赖问题。
(3)最终,同时在语音输入与思维链输出两处施

加掩码时,模型性能获得了进一步的提升,达到了

38.19的平均BLEU分数,相较于Ours-CoT-7B提

升了0.92
 

BLEU分。
上述实验结果表明,尽管主要的性能提升源

自对思维链部分施加的随机掩码,但对语音输入

进行掩码同样能带来额外的性能增益。因此,二
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者结合的掩码方案对于模型实现最优性能是必

要的。

5.5 不同随机掩码概率α 下的结果

  为进一步探究随机掩码策略中掩码概率α对模

型性能的具体影响,本文对Ours-RobustCoT-7B模

型在不同α取值下的表现进行了细致评估。表7结

果清晰地揭示了模型翻译性能随α 值变化的趋势。
具体而言,随着α 值从0开始增加,模型的平均

BLEU分数起初呈现稳步提升的态势,并在α=0.2
时达到了38.19

 

BLEU的峰值。此后,若α 值继续

增大,模型性能则表现出逐渐下降的趋势。这一“先
升后降”的性能曲线表明,适当的随机掩码能够有效

提升模型的翻译性能,增强模型的鲁棒性。然而,过
度的掩码(即α 值过高)则会引入过强的噪声,使得

训练任务过于困难,反而导致性能显著下降。因此,
选择合适的掩码概率对于最终的翻译性能至关重

要。综合实验结果,本文最终选择α =0.2作为

Ours-RobustCoT模型中随机掩码的概率。

5.6 思维链中的语音识别错误率

  由于思维链的中间步骤包含了对源语言的语音

转写,其准确性是影响后续翻译质量的关键因素之

一。因此,本文对思维链中间过程生成的源语言转

写文本的错误率进行了评估。具体而言,本文针对

法语(Fr)、德语(De)、西班牙语(Es)及意大利语(It)
的评测采用了词错误率(Word

 

Error
 

Rate,简称

WER),而针对中文(Zh)和日语(Ja)则采用更适合

其语言特性的字符错误率(Character
 

Error
 

Rate,

CER)作为评价指标。
如表8所示,本文提出的鲁棒思维链模型Ours-

RobustCoT-7B相较于常规的思维链模型Ours-CoT-
7B,在所有六个语言上的语音识别错误率均有所降

低。总体来看,其平均错误率由9.66%下降至9.16%,
获得了0.5个百分点的改善。上述结果证明,本文

所提出的鲁棒思维链方法不仅能提升最终的翻译质

量,也能有效增强对源语言的语音识别准确率,从而

为翻译过程提供更加可靠的中间步骤。

表7 不同随机掩码概率α下Ours-RobustCoT-7B模型的BLEU分数

模型 Fr→En De→En Es→En Zh→En Ja→En It→En 平均值

Ours-CoT-7B 42.86 40.33 44.43 27.36 26.94 41.70 37.27
Ours-RobustCoT-7B

 

(α=0.1) 44.01
 

41.43
 

45.44
 

28.00
 

26.44
 

42.87
 

38.03
 

Ours-RobustCoT-7B
 

(α=0.2) 44.21
 

41.48
 

45.46
 

27.81
 

27.11
 

43.08
 

38.19
 

Ours-RobustCoT-7B
 

(α=0.3) 44.03
 

41.66
 

45.36
 

26.65
 

25.87
 

43.10
 

37.78
 

Ours-RobustCoT-7B
 

(α=0.4) 42.97
 

40.69
 

44.18
 

24.71
 

26.44
 

41.68
 

36.78
 

Ours-RobustCoT-7B
 

(α=0.5) 43.25
 

40.84
 

44.58
 

21.93
 

24.73
 

42.09
 

36.24
 

表8 思维链中的语音识别错误率(%)

模型 Fr De Es Zh Ja It 平均值

Ours-CoT-7B 9.30 6.48 4.80 12.34 18.88 6.18 9.66
Ours-RobustCoT-7B 8.78 6.00 4.58 11.78 17.99 5.81 9.16

5.7 对语音识别错误的鲁棒性分析

  为进一步量化验证本文所提出的鲁棒思维链方

法在面对不完美中间转录时的有效性,本文对模型

在不同语音识别错误率下的翻译性能进行了分组分

析。本文将测试集根据 Ours-CoT-7B模型生成的

思维链中间转录文本的错误率(WER或CER)进行

划分,并对比了 Ours-CoT-7B与 Ours-RobustCoT-
7B模型在这些不同错误率区间的BLEU分数,结
果如图3所示。如图所示,本文所提出的Ours-Ro-
bustCoT-7B模型在几乎所有翻译方向和错误率区

间上,性能均优于或持平于常规的Ours-CoT-7B模

型。尤为关键的是,随着中间转录文本的错误率上

升,本文方法的性能优势愈发显著,表明思维链中的

转录错误越多,本文所提方法的改进效果越明显。

以法语到英语(Fr→En)的翻译任务为例,当语音转

录质量较高时(WER
 

0~20%),本文方法带来的

BLEU值提升仅为1.04分;然而,当转录错误非常

严重时(WER
 

80%~100%),性能优势则达到了5.76
 

BLEU分,其他翻译方向上也展现出类似的趋势。
这一现象清晰地表明,当中间转录出现较多错误时,
常规思维链模型因过度依赖错误的文本信息而性能

急剧下降,而本文提出的方法能够更有效地结合原

始语音信号来纠正或忽略思维链中的错误,显著增

强了模型在面对不完美转录时的鲁棒性。与此同

时,从模型的绝对性能来看,尽管Ours-RobustCoT-
7B表现更优,其翻译质量仍随着转录错误率的上升

而下降。鉴于本文所采用的语音编码器 Whisper
本身已具备较强的鲁棒性,本文分析认为,极高的转
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图3 不同语音识别错误率区间的BLEU分数对比

录错误率可能是由于原始语音信号本身可辨识度极

低(如高环境噪音、发音含糊不清等),而非简单的模

型识别能力局限。在此条件下,模型即便具备一定

的鲁棒性,也难以从根本上解决由源端信息失真所

带来的翻译挑战。

5.8 与级联系统的结果对比

  为明确对错误源文本的纠错能力是源于大语言

模型固有的性能,还是本文提出的鲁棒思维链训练

策略,本文进一步引入了两个级联系统进行对比。
第一个系统名为 Whisper-large-v3+Qwen2.5-7B-
Instruct,其首先使用 Whisper-large-v3进行语音识

别,而后通过提示的方式使用Qwen2.5-7B-Instruct
模型进行翻译。第二个系统名为 Whisper-large-v3
+Qwen2.5-7B-Finetune,其语音识别模块与前者

相同,但翻译模块基于Qwen2.5-7B-Instruct在Co-

VoST
 

2的文本翻译数据上进行了微调,以对齐领

域知 识。如 表9所 示,实 验 结 果 表 明,Whisper-
large-v3+Qwen2.5-7B-Instruct系统的性能显著低

于本文的Ours-ST-7B基线模型。在对翻译模型进

行同领域微调后,Whisper-large-v3+Qwen2.5-7B-
Finetune系统的性能有所提升,其平均BLEU分数

与Ours-ST-7B模型基本持平,但与 Ours-Robust-
CoT-7B模型相比仍存在显著差距。这一系列对比

说明,大语言模型固有的纠错能力不足以完全弥补

级联架构中错误传播带来的负面影响,其性能上限

仅能与基础的端到端语音翻译模型相当。相比之

下,思维链的引入能够有效提升端到端模型的性能,
而本文提出的鲁棒思维链训练策略,通过在训练中

强制模型结合原始语音信号进行判断,能进一步降

低错误源文本的干扰,从而带来额外的性能增益。

表9 级联系统在CoVoST
 

2六个翻译方向(X→En)上的BLEU分数

模型 Fr→En De→En Es→En Zh→En Ja→En It→En 平均值

Whisper-large-v3+Qwen2.5-7B-Instruct 36.96 36.47 39.95 19.10 25.63 36.47 32.43
Whisper-large-v3+Qwen2.5-7B-Finetune 38.94 39.24 42.92 24.09 27.12 39.29 35.27

Ours-ST-7B 41.99 39.65 44.07 21.99 23.52 41.23 35.41
Ours-CoT-7B 42.86 40.33 44.43 27.36 26.94 41.70 37.27

Ours-RobustCoT-7B 44.21 41.48 45.46 27.81 27.11 43.08 38.19

5.9 案例分析

  为从定性角度检验不同模型处理语音转录错误

的能力,本节选取了两个典型案例进行分析,如表

10所示。在基于常规思维链的模型 Ours-CoT-7B
 

中,当源语音的“藏”被错误转录为近音词“长”,或人

名“达文”被转录为同音词“答文”时,出现了错误传

播现象。其最终翻译(如“Long
 

book...”和“...an-
swered.”)直接反映了这些转录错误,并与原始语义
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  表10 翻译案例

示例编号 源语音对应文本 参考译文 Ours-ST-7B Ours-CoT-7B Ours-RobustCoT-7B

common_voice_

zh-CN_18986599
藏书八万卷。

There
 

are
 

80000
 

volumes
 

of
 

books.

Wrote
 

over
 

80,000
 

words.

<src>长书八万卷。

<tgt>
 

Long
 

book
 

of
 

80,000
 

volumes.

<src>长书八万卷。

<tgt>
 

80,000
 

volumes
 

of
 

books.

common_voice_

zh-CN_18980424
曾祖父达文。

Grandfather
 

Da
 

Wen.

Grandma
 

Da
 

Wen.

<src>曾祖父答文。

<tgt>
 

His
 

great-

grandfather
 

answered.

<src>曾祖父答文。

<tgt>
 

Great-

Grandfather
 

Da
 

Wen.

不符。
相比之下,基于鲁棒思维链的模型 Ours-Ro-

bustCoT在面对相同的转录错误时,表现出不同的

行为。尽管其中间步骤生成了同样不准确的文本

(“长书八万卷”和“曾祖父答文”),但其最终输出的

翻译(“80,000
 

volumes
 

of
 

books.”和“Great-Grand-
father

 

Da
 

Wen.”)与原始语音的语义保持了一致,
并未受到中间文本错误的影响。

以上定性分析结果表明,本文提出的鲁棒性训

练方法降低了模型对中间思维链文本的依赖。该机

制促使模型在生成最终翻译时,结合利用原始语音

信号与中间生成的文本,这提升了模型在面对不完

美转录文本时,生成符合原始语义的翻译的能力,增
强翻译结果的准确性与鲁棒性。

5.10 更多语言方向上的实验结果

  为了进一步验证本文所提出方法在更多语言方

向上的通用性,本文随后在
 

CoVoST
 

2
 

数据集所涵

盖的全部21个“多对一”(X→En)语言方向上进行

了更为全面的实验。这些语言方向具体包括:阿拉

伯语
 

(Ar)、加泰罗尼亚语
 

(Ca)、威尔士语
 

(Cy)、德
语

 

(De)、西班牙语
 

(Es)、爱沙尼亚语
 

(Et)、波斯语
 

(Fa)、法语
 

(Fr)、印度尼西亚语
 

(Id)、意大利语
 

(It)、日语
 

(Ja)、拉脱维亚语
 

(Lv)、蒙古语
 

(Mn)、
荷兰语

 

(Nl)、葡萄牙语
 

(Pt)、俄语
 

(Ru)、斯洛文尼

亚语
 

(Sl)、瑞典语
 

(Sv)、泰米尔语
 

(Ta)、土耳其语

  
 

(Tr)
 

以及中文
 

(Zh)
 

到英语的翻译。值得注意的

是,CoVoST
 

2
 

数据集的语言方向覆盖了悬殊的数

据资源规模,训练数据量从数百小时的高资源语种

(如德语、法语)到仅约一小时的极低资源语种(如威

尔士语、日语)不等,因此能够检验所提方法在不同

资源约束下的性能和通用性。
在实验设置上,本文结合上述21个语向的全部

训练数据,训练统一的多语言语音翻译模型。本文

将语音翻译基准模型、基于常规思维链的模型和基

于鲁棒思维链的模型分别记作 Ours-ST-7B-ML、

Ours-CoT-7B-ML和 Ours-RobustCoT-7B-ML,实
验结果如表11所示。可以清晰地观察到,在所有翻

译方向上,引入思维链的
 

Ours-CoT-7B-ML
 

模型相

比传统的基准模型
 

Ours-ST-7B-ML
 

均取得了显著

的性能提升。更进一步地,本文提出的鲁棒思维链

方法
 

(Ours-RobustCoT-7B-ML)
 

在此基础上,于大

多数语言方向上都获得了稳定的性能增益,展现了

其优越性。尤其值得注意的是,在某些翻译方向上,
该方法的提升十分显著。例如,在加泰罗尼亚语到

英语
 

(Ca-En)、波斯语到英语
 

(Fa-En)
 

和土耳其语

到英语
 

(Tr-En)
 

的任务中,本文所提出的鲁棒思维

链模型相较于常规思维链模型,BLEU
 

值分别提升

了2.35、3.37和2.88。对于所有21个语向,Ours-
CoT-7B-ML相 较 于 基 准 模 型 平 均 提 升 了 3.94

 

BLEU,而 Ours-RobustCoT-7B-ML 则 在 此 基 础

  
表11 CoVoST

 

2数据集21个翻译方向上的BLEU分数

模型 Ar→En Ca→En Cy→En De→En Es→En Et→En Fa→En
Ours-ST-7B-ML 39.54 35.23 12.43 38.06 43.54 16.05 14.95
Ours-CoT-7B-ML 44.77 36.32 22.97 40.55 44.99 19.18 17.96

Ours-RobustCoT-7B-ML 46.00 38.67 21.96 41.58 45.76 19.65 21.33
Fr→En Id→En It→En Ja→En Lv→En Mn→En Nl→En

Ours-ST-7B-ML 41.06 50.66 40.06 22.08 18.11 0.53 39.68
Ours-CoT-7B-ML 43.09 56.35 42.10 26.57 25.16 2.82 44.38

Ours-RobustCoT-7B-ML 44.16 56.88 43.41 26.41 25.81 2.95 44.97
Pt→En Ru→En Sl→En Sv→En Ta→En Tr→En Zh→En

Ours-ST-7B-ML 52.96 50.25 26.53 43.78 2.80 30.99 20.44
Ours-CoT-7B-ML 55.54 52.53 34.93 48.03 3.81 33.00 27.42

Ours-RobustCoT-7B-ML 56.22 53.12 34.61 49.36 3.76 35.88 28.29
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上获得了额外的0.88
 

BLEU平均增益,系统性地验

证了所提方法的总体有效性。上述实验结果证明本

文所提出的方法在不同语言以及不同数据资源条件

下均具备通用性,能够有效提升语音翻译鲁棒性。

5.11 泛化能力分析

  为评估模型在训练领域之外的泛化能力,本文

在域外数据集Europarl-ST
 

v1.1[76]上进行了补充

测试:首先,模型在CoVoST
 

2数据集的六个翻译方

向上完成训练;随后,选取与Europarl-ST
 

v1.1测

试集相重合的四个翻译方向进行测试。Europarl-
ST

 

v1.1源自欧洲议会的正式会议记录,其主题领

域与语言风格均与训练数据CoVoST
 

2存在显著差

异,因此可有效检验模型的泛化能力。
如表12所示,在Europarl-ST

 

v1.1测试集上,
本文提出的三种模型保持了与CoVoST

 

2测试集上

一致的相对性能排序。基于常规思维链的 Ours-
CoT-7B模型性能优于基线模型Ours-ST-7B。而本

文最终提出的 Ours-RobustCoT-7B模型则在所有

语言方向上均取得了最佳性能,相较于 Ours-CoT-
7B平均提升了0.66

 

BLEU分。这一结果表明,本
文提出的鲁棒思维链训练策略所带来的性能增益并

非仅限于CoVoST
 

2的特定数据分布,而是提升了

模型通用的语音翻译能力。该方法在新的、未曾见

过的数据分布上依然有效,证明了其良好的泛化性。

表12 不同模型在Europarl-ST
 

v1.1四个翻译方向

(X→En)上的BLEU分数

模型 Fr→En De→En Es→En It→En 平均值

Ours-ST-7B 31.66
 

25.41
 

30.91
 

28.18
 

29.04
 

Ours-CoT-7B 32.41
 

26.13
 

31.13
 

28.55
 

29.56
 

Ours-RobustCoT-7B 33.18
 

26.88
 

31.51
 

29.32
 

30.22
 

6 总结与未来研究

本文针对大语言模型在语音翻译任务中采用思

维链策略时,易于对中间生成的源语言转录文本产

生过度依赖,从而引发错误传播的问题,提出了一种

鲁棒思维链方法。该方法在训练阶段,通过对语音

输入和思维链文本进行随机掩码,并引入正则化约

束,迫使模型综合利用原始语音信号和不完整的文

本线索进行翻译,从而增强了模型面对不完美思维

链时的鲁棒性。在CoVoST
 

2数据集六个主要翻译

方向上的实验结果表明,本方法相较于不使用思维

链的基线系统,平均BLEU分提升了2.78分,相较

于标准思维链方法,也取得了0.92
 

BLEU分的性能

增益。此外,本方法在不同参数规模的Qwen2.5系

列模型上的验证结果,以及在CoVoST
 

2全部21个

语向上的扩展实验,均证明了其有效性、通用性与良

好的可扩展潜力。同时,该方法还能在一定程度上

降低思维链中语音识别的错误率。
尽管本文所提出的方法取得了显著成效,但仍

存在一定的局限性。首先,现有的鲁棒性训练策略

虽然能够有效缓解模型对思维链的过度依赖,但仍

无法完全避免在中间转录文本存在严重错误时对最

终翻译质量的负面影响。其次,本文的实验验证主

要在公开数据集CoVoST
 

2上进行,其数据规模与

真实世界的应用场景相比仍然有限。展望未来,本
文计划从以下两方面展开进一步研究:一方面,探索

更为先进的模型设计与训练方法,旨在进一步提升

模型对思维链中错误的识别与纠正能力,实现更高

程度的鲁棒性;另一方面,计划将本方法扩展至更大

规模的语音翻译数据集上进行验证,以期在更接近

真实应用的环境下进一步挖掘其性能潜力。

致 谢 衷心感谢各位专家在审稿过程中对本论文

提出的宝贵意见!
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Background

  The
 

field
 

of
 

Speech
 

Translation
 

(ST),
 

which
 

aims
 

to
 

convert
 

speech
 

from
 

a
 

source
 

language
 

directly
 

into
 

text
 

in
 

a
 

target
 

language,
 

is
 

a
 

critical
 

area
 

of
 

research
 

at
 

the
 

intersec-

tion
 

of
 

speech
 

processing
 

and
 

natural
 

language
 

processing.
 

Its
 

importance
 

is
 

continually
 

growing
 

due
 

to
 

its
 

vital
 

applica-

tions
 

in
 

facilitating
 

cross-lingual
 

communication
 

in
 

scenarios
 

such
 

as
 

international
 

conferences,
 

online
 

education,
 

and
 

global
 

business.
 

Internationally,
 

the
 

field
 

has
 

progressed
 

from
 

traditional
 

cascaded
 

systems
 

to
 

end-to-end
 

models.
 

More
 

recently,
 

the
 

advent
 

of
 

Large
 

Language
 

Models
 

(LLMs)
 

has
 

ushered
 

in
 

a
 

new
 

era,
 

with
 

Chain-of-Thought
 

(CoT)
 

prompting
 

emerging
 

as
 

a
 

powerful
 

technique.
 

How-

ever,
 

while
 

CoT
 

improves
 

performance
 

by
 

breaking
 

down
 

the
 

task,
 

it
 

introduces
 

a
 

critical
 

vulnerability:
 

the
 

model’s
 

tend-

ency
 

to
 

over-rely
 

on
 

the
 

intermediate
 

transcription,
 

causing
 

transcription
 

errors
 

to
 

propagate
 

and
 

degrade
 

the
 

final
 

trans-

lation
 

quality
 

and
 

robustness.

This
 

paper
 

directly
 

addresses
 

this
 

limitation
 

by
 

propo-

sing
 

a
 

novel
 

Robust
 

Chain-of-Thought
 

(RobustCoT)
 

method
 

for
 

LLM-based
 

speech
 

translation.
 

Our
 

approach
 

enhances
 

the
 

model’s
 

robustness
 

by
 

reducing
 

its
 

dependence
 

on
 

the
 

in-

termediate
 

transcription
 

and
 

forcing
 

it
 

to
 

leverage
 

the
 

original
 

acoustic
 

information.
 

This
 

is
 

achieved
 

through
 

a
 

training
 

strategy
 

that
 

combines
 

random
 

masking
 

of
 

the
 

CoT
 

with
 

a
 

Kullback-Leibler
 

(KL)
 

divergence
 

regularization
 

term,
 

which
 

ensures
 

predictive
 

consistency.
 

Extensive
 

experiments
 

on
 

the
 

CoVoST
 

2
 

benchmark
 

demonstrate
 

that
 

our
 

method
 

substan-

tially
 

improves
 

translation
 

quality,
 

yielding
 

an
 

average
 

BLEU
 

score
 

increase
 

of
 

2.78
 

points
 

over
 

a
 

standard
 

baseline
 

and
 

0.92
 

points
 

over
 

the
 

conventional
 

CoT
 

method,
 

with
 

per-

formance
 

gains
 

being
 

most
 

pronounced
 

in
 

high-transcription-

error
 

scenarios.

The
 

implications
 

of
 

this
 

research
 

extend
 

beyond
 

the
 

immedi-

ate
 

task
 

of
 

ST.
 

By
 

developing
 

a
 

method
 

to
 

enhance
 

the
 

reliability
 

of
 

a
 

sequential
 

reasoning
 

process,
 

this
 

work
 

offers
 

valuable
 

in-

sights
 

for
 

improving
 

the
 

robustness
 

of
 

other
 

complex,
 

multi-step
 

generation
 

tasks
 

where
 

the
 

integrity
 

of
 

an
 

intermediate
 

chain
 

of
 

reasoning
 

is
 

crucial.
 

The
 

principles
 

of
 

using
 

targeted
 

masking
 

and
 

distributional
 

consistency
 

as
 

regularization
 

can
 

inspire
 

further
 

in-

novations
 

in
 

building
 

more
 

trustworthy
 

and
 

reliable
 

AI
 

systems
 

that
 

are
 

less
 

susceptible
 

to
 

single-point-of-failure
 

errors
 

in
 

their
 

internal
 

processing
 

steps.

Furthermore,
 

enhancing
 

the
 

robustness
 

of
 

speech
 

trans-

lation
 

technology
 

has
 

significant
 

practical
 

value.
 

More
 

relia-

ble
 

and
 

accurate
 

translation
 

systems
 

can
 

significantly
 

lower
 

communication
 

barriers
 

in
 

critical
 

multilingual
 

settings,
 

from
 

international
 

diplomacy
 

and
 

business
 

negotiations
 

to
 

emer-

gency
 

response
 

and
 

healthcare.
 

This
 

research,
 

by
 

making
 

ST
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systems
 

less
 

fragile,
 

contributes
 

directly
 

to
 

the
 

goal
 

of
 

foste-

ring
 

more
 

seamless
 

and
 

effective
 

global
 

collaboration
 

and
 

un-

derstanding,
 

ultimately
 

impacting
 

various
 

domains
 

that
 

rely
 

on
 

clear
 

cross-lingual
 

communication.

Our
 

research
 

group
 

has
 

previously
 

contributed
 

to
 

the
 

fields
 

of
 

machine
 

translation
 

and
 

speech
 

translation,
 

establis-

hing
 

a
 

strong
 

foundation
 

for
 

the
 

current
 

work.
 

This
 

study
 

is
 

part
 

of
 

our
 

broader,
 

ongoing
 

effort
 

to
 

advance
 

the
 

state-of-

the-art
 

in
 

cross-modal
 

language
 

technologies.
 

The
 

Robust-

CoT
 

method
 

presented
 

here
 

solves
 

a
 

key
 

challenge
 

within
 

this
 

larger
 

agenda,
 

pushing
 

the
 

boundaries
 

of
 

what
 

is
 

possible
 

for
 

robust,
 

next-generation
 

speech
 

translation
 

systems
 

and
 

offer-

ing
 

a
 

practical
 

solution
 

that
 

can
 

drive
 

future
 

research
 

and
 

re-

al-world
 

applications.
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